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Abstract

Diversity embedded codes are high-rate space-time codes that have a high-diversity code embedded within them. They allow a form of communication where the high-rate code opportunistically takes advantage of good channel realizations while the embedded high-diversity code provides guarantees that at least part of the information is received reliably. Over the past few years, code designs and fundamental limits of performance for such codes have been developed. In this paper, we review these ideas by giving the developments in a unified framework. In particular, we present both the coding technique as well as information-theoretic bounds in the context of Intersymbol Interference (ISI) channels. We investigate the systems implications of diversity embedded codes by examining value to network utility maximization, unequal error protection for wireless transmission, rate opportunism and packet delay optimization.

I. INTRODUCTION

Over the past decade, since the seminal work of [40], [25], [42], multiple-antenna (space-time) codes have emerged as a means of enabling reliable high-data rate wireless communications. There have been significant developments both in the theory and practice of space-time codes over the past few years. These have led to adoption of space-time codes in next-generation wireless communication standards such as 802.11n and WiMAX. There is an inherent tension between rate and reliability exemplified in space-time codes. This was explored in the context of finite-rate (fixed alphabet size) codes in [42] and in the context of information-theoretic rate growth in [45]. Both of these results show that to achieve a high transmission rate, one might need to sacrifice reliability (diversity) and vice-versa. Therefore, the main question addressed by most researchers has been on how to design transmission techniques that achieve a particular point on the rate-reliability tradeoff curve. For example, the emphasis in the coding literature has been the design of maximal-diversity codes, \textit{i.e.} one extremal point in this tradeoff. In [40],
[25], the focus is on obtaining the maximal spatial multiplexing rate for ergodic channels. There are also codes which achieve particular points on the rate-reliability tradeoff curve (see for example, [35] and references therein for a history of such codes).

Diversity embedded codes introduced in [12], [13] ask a different question where multiple levels of reliabilities (in terms of error probability or diversity order) were sought for different messages. Since then, there have been (algebraic) multi-level constructions for diversity embedded codes [17], [23], an understanding of fundamental limits of such codes [15], [16], [22] as well as its impact on network layer protocols [32], [19]. This paper summarizes these ideas in a unified framework.

One motivation for providing such a physical layer characteristic is the need for wireless networks to support a variety of applications with different quality-of-service (QoS) requirements. For example, real-time (multimedia) applications need lower delay and therefore higher reliability (diversity) as compared to non-real-time applications. In particular, if we design the overall system for a fixed rate-diversity operating point, we might be over-provisioning a resource which could be flexibly allocated to different applications. This thought process leads to viewing diversity (reliability) as a systems resource that can be allocated judiciously to satisfy the QoS requirements for the different applications. This is the characteristic of diversity embedded codes which can also be thought of as unequal error protection (UEP) codes designed for wireless fading channels. The idea of UEP has a long and rich history (see for example [39], [8] and references therein). UEP codes have been designed for the binary Hamming distance metric (see for example [36]) and for the Euclidean distance metric encountered in the Gaussian channel (see for example [5]). Hence, diversity embedded codes provide UEP with respect to the diversity metric suitable for fading channels [17].

In transmitting over an unknown channel, whose capacity is therefore not known a priori, one can envisage two strategies. One strategy would be conservative where we design for the worst channel for a given reliability (outage). Another strategy would be opportunistic where we embed information in such a manner so as to deliver part of the information if the channel is bad, but more information when the channel is good. It is clear that one would do better with a conservative strategy in an adversarial situation, since it would ensure a higher rate in the worst-case. However, wireless channels being random (as opposed to adversarial), we can opportunistically gain rate in the latter strategy. Therefore, another interpretation of diversity embedded codes is in terms of opportunistic communications, where one takes advantage of benign channels while giving some guarantees when deep fades occur.

In this survey of diversity embedded codes, we focus our attention on designs which are appropriate for broadband inter-symbol interference (ISI) channels. However, the designs specialize to the flat-fading case, where sometimes a simpler code would actually suffice. This simplification will be pointed out in Sections IV and V. One important point to note is that if one wants to take advantage of the multipath diversity offered by ISI channels, we need to design codes specifically for ISI channels. If one uses
space-time codes suitable for flat fading channels, we cannot guarantee in general that these codes would be capable of gathering more than the spatial diversity gains. This becomes especially important in a rich multipath environment, where we can design codes at a higher rate, and utilize the multipath (ISI) diversity to improve reliability. In fact this argument motivates the importance of diversity embedded codes for ISI channels, since such codes give flexibility in the design of the rate-diversity performances needed.

One of the main classifications for the diversity embedded codes is in terms of the constraints imposed on the design. In many applications, the need to control transmit parameters (like peak-to-average ratio) motivates a transmit alphabet constraint, where the transmit symbol is restricted to come from a fixed set (like $M$-QAM, $M$-PSK etc.). For such cases, there is a well-defined tradeoff between rate and diversity (see Section II-B). Therefore, designs of diversity embedded codes with transmit alphabet constraints is the focus of Section IV. The multi-level constructions given are natural generalizations of space-time codes [42].

If we move away from transmit alphabet constraints, the appropriate tradeoff to consider is the diversity-multiplexing tradeoff introduced in [45]. In Section V, we design diversity embedded codes appropriate to this regime and examine fundamental information-theoretic performance limits. In particular, it is shown that when we have a single-degree of freedom (i.e., when we have either one transmit antenna or one receive antenna; SIMO/MISO), the diversity multiplexing tradeoff is successively refinable [15], [22]. This means that one can design diversity embedded codes such that the higher reliability stream gets optimal performance (i.e., it is extremal on the diversity-multiplexing tradeoff), while the overall code (sum-rate of messages) is also optimal. This implies that (asymptotically in SNR) one can perfectly embed codes, therefore creating ideal opportunistic codes that automatically adjust multiplexing rate to that level supported by the channel (without a priori channel knowledge). The intuition for this result through scalar broadcast channels is illustrated in Section V.

The outline of the paper is as follows. We begin with the notation and a presentation of results on the tradeoff between rate and reliability in Section II. In Section III, we introduce the concept of diversity embedding and give design criteria for finite alphabet and rate growth codes. We present a class of linear and multilevel diversity embedded code construction for the transmit alphabet constraint case in IV. In Section V, we focus on the information-theoretic limits of diversity embedded codes and demonstrate the successive refinement property. The networking implications (including wireless multimedia delivery) and the benefits of the diversity embedded codes are illustrated in Section VI.

II. PRELIMINARIES

Our focus is on the quasi-static fading channel where we transmit information coded over $M_t$ transmit antennas with $M_r$ antennas at the receiver. Throughout this paper, we assume that the transmitter has no
channel state information (CSI), whereas the receiver is able to perfectly track the channel (a common assumption, see for example [2], [42]). Differential decoding schemes for diversity-embedding codes which do not require receiver CSI were designed and analyzed in [37].

The coding scheme is limited to one quasi-static transmission block of large enough block size $T \geq T_{thr}$ to be specified later. The received vector at time $n$ after demodulation and sampling can be written as

$$
y[n] = H_0 x[n] + H_1 x[n - 1] + \ldots + H_\nu x[n - \nu] + z[n]
$$

where $y \in \mathbb{C}^{M_r \times 1}$ is the received vector at time $n$, $H_l \in \mathbb{C}^{M_r \times M_t}$ represents the $l^{th}$ matrix tap of the MIMO ISI channel, $x[n] \in \mathbb{C}^{M_t \times 1}$ is the space-time coded transmission vector at time $n$ with transmit power constraint $P$ and $z \in \mathbb{C}^{M_r \times 1}$ is assumed to be additive white (temporally and spatially) Gaussian noise with variance $\sigma^2$. The matrix $H_l$ consists of fading coefficients $h_{ij}$ which are i.i.d. $\mathcal{CN}(0, 1)$ and fixed for the duration of the block length ($T$). For the special case of a flat-fading channel, assuming $\nu = 0$ the received symbols over a block of length $T$ can be written as

$$
Y = HX + Z,
$$

where $Y = [y(0), \ldots, y(T - 1)] \in \mathbb{C}^{M_r \times T}$ and $X = [x(0), \ldots, x(T - 1)] \in \mathbb{C}^{M_t \times T}$ is the space-time-coded transmission sequence.

For the channel models in (1), (2) define the notion of diversity order [42] as follows,

**Definition 2.1**: A coding scheme which has an average error probability $P_e(SNR)$ as a function of SNR that behaves as

$$
\lim_{\text{SNR} \to \infty} \frac{\log(P_e(\text{SNR}))}{\log(\text{SNR})} = -D,
$$

is said to have a diversity order of $D$.

In words, a scheme with diversity order $D$ has an error probability at high SNR behaving as $P_e(\text{SNR}) \approx \text{SNR}^{-D}$. We use the special symbol $\doteq$ to denote exponential equality i.e., we write $f(\text{SNR}) \doteq \text{SNR}^b$ to denote

$$
\lim_{\text{SNR} \to \infty} \frac{\log f(\text{SNR})}{\log(\text{SNR})} = b
$$

and $\overset{*}{\leq}$ and $\overset{*}{\geq}$ are defined similarly.

### A. Review of Space-Time Code Design Criteria

For codes designed for a finite (and fixed) rate, one can bound the error probability using pairwise error probability (PEP) between two candidate codewords. This leads to the now well-known rank criterion for determining the diversity order of a space-time code [30], [42]. Considering a codeword sequence $X$ as
defined in (2), the PEP between two codewords $X$ and $E$ can be determined by the codeword difference matrix $B(X, E) = X - E$ [30], [42] as follows

$$P_e(SNR, X \rightarrow E) \approx \text{SNR}^{-M_r \cdot \text{rank}(B(X, E))}.$$  

(4)

For fixed-rate space time codes, by using the simple union bound argument, it can be shown that the diversity order is given by [42] as,

$$D = M_r \cdot \min_{X \neq E \in C} \text{rank}(B(X, E)).$$  

(5)

The error probability is determined by both the coding gain and the diversity order. Hence, the code design criterion prescribed in [42] is to design the codebook $C$ so that the minimal rank of the codeword difference matrix corresponds to the required diversity order and the minimal determinant gives the corresponding coding gain. For codes designed for multiplexing rate an alternative design criterion [24] which bounds the minimum determinant of the difference matrix is more appropriate. Assuming $T \geq M_t$ and a communication rate of $SNR^r$ the criterion is given by,

$$\min_{X \neq E \in C} \det(B(X, E)) \geq \text{SNR}^{M_t - r}$$  

(6)

and is referred to as the Non Vanishing Determinant (NVD) criterion.

B. Tradeoff between Rate and Reliability

For a given diversity order, it is natural to ask for upper bounds on the achievable rate. For a flat Rayleigh fading channel with a fixed transmit alphabet constraint, the tradeoff has been examined in [42] where the following result was obtained.

Theorem 2.2: (Transmit-alphabet constrained, rate-diversity tradeoff for flat-fading channels) [34], [42] If a constellation of size $|\mathcal{A}|$ is used for transmission and the diversity order of the system is $qM_r$, then the rate $R$ that can be achieved is bounded as

$$R \leq (M_t - q + 1) \log_2 |\mathcal{A}|$$  

(7)

in bits per transmission.

Another point-of-view explored in [45], allows the rate of the codebook to increase with SNR, i.e., defines a multiplexing rate. If we consider a sequence of coding schemes with transmission rate as a function of $SNR$ given by $R(SNR)$, then the multiplexing rate $r$ is defined as

$$r = \lim_{SNR \to \infty} \frac{R(SNR)}{\log(SNR)}.$$  

(8)

Therefore, just as Theorem 2.2 shows the tension between achieving high-rate and high-diversity for a fixed-transmit-alphabet constraint, there exists a tension between multiplexing rate and diversity as well [45], a special case of which is described next.
Theorem 2.3: (Diversity-Multiplexing (D-M) tradeoff for flat-fading channels) [45] The diversity-multiplexing tradeoff for flat-fading channels with a single degree of freedom \( i.e., \min(M_t, M_r) = 1 \), is given by
\[
D(r) = \max(M_t, M_r)(1 - r)
\]
for \( 0 \leq r \leq 1 \).

Similarly, the D-M tradeoff for transmission over a SISO ISI channel was established in [29].

Theorem 2.4: (D-M tradeoff for SISO ISI channels) [29] The diversity multiplexing tradeoff for transmission over a SISO ISI channel with \( \nu + 1 \) taps for transmission over a period of time \( T \) is bounded by
\[
(\nu + 1) \left( 1 - \frac{T}{T - \nu} \right) \leq D_{isi}(r) \leq (\nu + 1)(1 - r)
\]
for \( 0 \leq r \leq \frac{T - \nu}{T} \).

However, the D-M trade-off for multiple antenna ISI channels is still not known in general. One of the consequences of the results in Section V is to establish the trade-off for the MISO/SIMO cases.

III. DIVERSITY EMBEDDING

The classical approach towards code design for channels is to maximize the data rate given a desired level of reliability. A natural setting to address this question is the outage formulation. The classical outage formulation divides the set of channel realizations into an outage set \( \mathcal{O} \) and a non-outage set \( \overline{\mathcal{O}} \): it requires that a code has to be designed such that the transmitted message can be decoded with arbitrary small error probability on all the channels in the non-outage set. Since the code must work for all such channels, the data rate is limited by the worst channel in the non-outage set. Note that in this scenario, the communication strategy cannot take advantage of the opportunity when the channel happens to be stronger than the worst channel in the non-outage set.

Diversity embedded coding takes advantage of the good channel realizations by an opportunistic coding strategy. Consider two streams of messages \( \mathcal{H}, \) the high priority message stream, and \( \mathcal{L}, \) the low priority message stream. Diversity embedded codes encode the streams such that the high-priority stream (\( \mathcal{H} \)) is decoded with arbitrary small error probability whenever the channel is not in outage (\( \mathcal{O} \)) and in addition the lower-priority stream is decoded whenever the channel is in a set \( \mathcal{G} \subset \overline{\mathcal{O}}_H \) of good channels (see Figure 1).

The decoder jointly decodes the two message sets and define two error probabilities, \( P_e^H(SNR) \) and \( P_e^L(SNR) \), which denote the average error probabilities for message sets \( \mathcal{H} \) and \( \mathcal{L} \), respectively. Then, analogous to Definition 2.1, the diversity order for the messages can be written as
\[
D_H = \lim_{\text{SNR} \to \infty} -\frac{\log P_e^H(SNR)}{\log(\text{SNR})}, \quad D_L = \lim_{\text{SNR} \to \infty} -\frac{\log P_e^L(SNR)}{\log(\text{SNR})}.
\]
Denote $R_H$ and $R_L$ to be the supportable rates for the worst channels in $\mathcal{O}_H$ and $\mathcal{G}$, respectively. Then, we can characterize the achievable tuple $(R_H, D_H, R_L, D_L)$ for the cases of finite-alphabet and rate-growth codes for transmission over ISI and flat-fading channels.

### A. Diversity Embedding Coding Scheme for ISI Channels

For ISI channels, we will consider a transmission scheme in which we transmit over a period $T - \nu$ and send (fixed) known symbols$^1$ for the last $\nu$ transmissions. For the period of communication we can equivalently write the received data as follows

$$
\begin{bmatrix}
y[0] \\
y[1] \\
\vdots \\
y[T-1]
\end{bmatrix}
= \begin{bmatrix}
H_0 & \cdots & H_{\nu}
\end{bmatrix}
\begin{bmatrix}
x[0] & x[1] & \cdots & x[T-\nu-1] & 0 & \cdots & 0 \\
0 & x[0] & x[1] & \cdots & x[T-\nu-1] & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \vdots \\
0 & \cdots & 0 & x[0] & x[1] & \cdots & x[T-\nu-1]
\end{bmatrix}
+ \mathbf{Z}
$$

i.e.,

$$Y = \mathbf{H}X + \mathbf{Z}$$

where $Y \in \mathbb{C}^{M_r \times T}$, $\mathbf{H} \in \mathbb{C}^{M_r \times (\nu+1)M_t}$, $X \in \mathbb{C}^{(\nu+1)M_t \times T}$, $\mathbf{Z} \in \mathbb{C}^{M_r \times T}$. Notice that the structure in (13) is different from the flat-fading case as the channel imposes a banded Toeplitz structure on the equivalent space-time codewords $X$ given in (12). Although this structure makes the design of space-time codes different from the flat-fading case, the analysis in [30], [42] can be easily extended to fading ISI channels and analogous to (5) the diversity order for a fixed rate transmission over an ISI channel can be written as$^2$

$$D = M_r \min_{X_1 \neq X_2} \text{rank}(X_1 - X_2).$$

Note that here $X_1, X_2 \in \mathbb{C}^{(\nu+1)M_t \times T}$ are matrices with structure given in (12). For reference, the space-time codeword $X$ is completely determined by the matrix $X^{(1)}$ given by

$$X^{(1)} = \begin{bmatrix}
x[0] & x[1] & \cdots & x[T-\nu-1] & 0 & \cdots & 0
\end{bmatrix}$$

and define a mapping $\Theta_\nu$ of a matrix of dimension $M_t \times T$ to a matrix of dimension $(\nu+1)M_t \times T$ by

$$\Theta_\nu(X^{(1)}) = \begin{bmatrix}
x[0] & x[1] & \cdots & x[T-\nu-1] & 0 & \cdots & 0 \\
0 & x[0] & x[1] & \cdots & x[T-\nu-1] & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \vdots \\
0 & \cdots & 0 & x[0] & x[1] & \cdots & x[T-\nu-1]
\end{bmatrix}.$$ 

$^1$Taken without loss of generality to be zero symbols. This plays the role of isolating transmission blocks by eliminating inter block interference (due to ISI).

$^2$Note that when we consider multiplexing rate, the diversity order expression would be different; see Section V.
For the case of a scalar ISI channel with \((\nu + 1)\) taps and a single transmit antenna, it can be shown by a simple argument (see for example [43]) that an uncoded transmission scheme can achieve a diversity order of \((\nu + 1)\). However, in the multiple-transmit-antenna case, it is not obvious that a space-time code designed for a flat-fading channel can achieve such a \((\nu + 1)\)--fold increase in the diversity order. Therefore, the design of codes for fading ISI channels cannot be immediately done by using the codes for flat-fading channels. A finite-alphabet construction to exploit the available multipath diversity gains from ISI channels with \(M_t\) multiple transmit antennas was proposed in [28] for the maximum-diversity case but the rate of the code for this construction was \(1/M_t\) as opposed to the maximal possible rate of 1, which is shown to be achievable in Section IV.

\section*{B. Design Criteria}

To ensure embedding of diversity, the transmitted space time codewords \(\{X_k\}\) can be divided into codeword clusters as shown in Figure III-B, where the codeword clusters shown correspond to all \(\{X_k\}\) arising due to a particular message \(a \in \mathcal{H}\). The joint decoding of the two message sets yields candidate clusters and elements within the clusters. Given a desired tuple \((R_H, D_H, R_L, D_L)\), the rates \((R_H, R_L)\) and the design criteria depend on the transmit alphabet size as follows:

- **Finite Transmit Alphabet**: For transmission from an alphabet \(A\), we need to design message sets with sizes \(|A|^{R_H T}\) and \(|A|^{R_L T}\). Denote \(X_{a,b}\) to be the codeword corresponding to message \(a\) on the stream \(\mathcal{H}\) and message \(b\) on the stream \(\mathcal{L}\). For transmission over flat-fading and ISI channels, the following code design criterion ensure that the the diversities \(D_H\) and \(D_L\) are achieved

\[
\min_{a_1 \neq a_2 \in \mathcal{H}} \min_{b_1, b_2 \in \mathcal{L}} \text{rank}(X_{a_1,b_1} - X_{a_2,b_2}) \geq D_H/M_r, \quad (17)
\]

\[
\min_{b_1 \neq b_2 \in \mathcal{L}} \min_{a_1, a_2 \in \mathcal{H}} \text{rank}(X_{a_1,b_1} - X_{a_2,b_2}) \geq D_L/M_r. \quad (18)
\]

- **Rate Growth**: Let \(P_H(SNR)\) and \(P_L(SNR)\), denote the average error probabilities for message sets \(\mathcal{H}\) and \(\mathcal{L}\) respectively. For each 4-tuple \((R_H, D_H, R_L, D_L)\), define a corresponding \((r_H, D_H, r_L, D_L)\)
as an achievable rate-diversity tuple if there exists a sequence \( \{R_H(SNR), P^H_e(SNR), R_L(SNR), P^L_e(SNR)\} \) such that \((R_H(SNR), P^H_e(SNR), R_L(SNR), P^L_e(SNR))\) is an achievable performance at each finite SNR and

\[
D_H = \lim_{SNR \to \infty} -\frac{\log P^H_e(SNR)}{\log(SNR)}, \quad r_H = \lim_{SNR \to \infty} \frac{R_H(SNR)}{\log(SNR)} \quad (19)
\]

\[
D_L = \lim_{SNR \to \infty} -\frac{\log P^L_e(SNR)}{\log(SNR)}, \quad r_L = \lim_{SNR \to \infty} \frac{R_L(SNR)}{\log(SNR)}. \quad (20)
\]

To ensure this performance we will see in Section V that a variation of the NVD criterion (6) is needed.

C. Glossary

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Interpretation</th>
</tr>
</thead>
<tbody>
<tr>
<td>( D_H )</td>
<td>Diversity order for the message stream ( \mathcal{H} ).</td>
</tr>
<tr>
<td>( D_L )</td>
<td>Diversity order for the message stream ( \mathcal{L} ).</td>
</tr>
<tr>
<td>( R_H )</td>
<td>Rate for the message stream ( \mathcal{H} ), for transmission from finite alphabet.</td>
</tr>
<tr>
<td>( R_L )</td>
<td>Rate for the message stream ( \mathcal{L} ), for transmission from finite alphabet.</td>
</tr>
<tr>
<td>( r_H )</td>
<td>Multiplexing rate for the message stream ( \mathcal{H} ) (information theoretic) ((r_H \log(SNR) = R_H)).</td>
</tr>
<tr>
<td>( r_L )</td>
<td>Multiplexing rate for the message stream ( \mathcal{L} ) (information theoretic) ((r_L \log(SNR) = R_L)).</td>
</tr>
<tr>
<td>( X_{a,b} )</td>
<td>Codeword corresponding to message ( a ) and ( b ) on the streams ( \mathcal{H} ) and ( \mathcal{L} ) respectively.</td>
</tr>
<tr>
<td>( \Theta_\nu )</td>
<td>Maps a matrix of dimension ( M_t \times T ) to a matrix of dimension ((\nu + 1)M_t \times T) (16).</td>
</tr>
</tbody>
</table>

IV. DIVERSITY EMBEDDED CODES: FINITE ALPHABET

In this section we will construct diversity embedded codes satisfying the code design criterion in Section III-B for transmission from a finite alphabet. First, some linear code constructions suitable for flat-fading channels are presented followed by a multilevel coding scheme for ISI channels which maps rank guarantees in the binary domain to rank guarantees in complex domain. We give constructions of such sets of binary matrices for transmission over an ISI channel and then specialize them for the flat-fading channel.

A. Linear Code Constructions: Flat-Fading Channels

Linear additive codeword designs are amenable to computationally-efficient lattice decoding strategies, such as the sphere decoder [9] and appear to be less susceptible to degradation in performance at low-to-moderate SNR caused by the number of nearest neighbors [7]. With this motivation, choosing the transmitted signal to be additive of the following form

\[
X_{a,b} = X_a + X_b, \quad (21)
\]
allows the composite code to be linear in the complex field as well. We give two code construction examples for $M_t = 4$. Constructions for 2 and 3 transmit antennas are presented in [11] and [44].

**Linear Code Examples:** Assuming no restrictions on which constellations $\mathcal{A}$ are used to transmit codeword $X_{a,b}$, start with a baseline code derived from the rate-$\frac{3}{4}$ orthogonal design based on Octonions [4], [41]. Therefore, the proofs of diversity order are based on symbols from a complex field and do not use properties of specific constellations.

**Example 1:** Here $\mathcal{H}$ comes from the message set $\{a(0), a(1), a(2)\} \in \mathcal{A}$ and $\mathcal{L}$ comes from $b(0) \in \mathcal{A}$. This implies that $R_H = \frac{3}{4} \log |\mathcal{A}|$, and $R_L = \frac{1}{4} \log |\mathcal{A}|$. The codewords can be written as

$$X_{a,b} = X_a + X_b = \begin{bmatrix} a(0) & a(1) & a(2) & b(0) \\ -a^*(1) & a^*(0) & 0 & a(2) \\ -a^*(2) & 0 & a^*(0) & -a(1) \\ 0 & -a^*(2) & a^*(1) & a(0) \end{bmatrix}. \quad (22)$$

This code can be shown to achieve full diversity of $4M_r$ for the message set $\mathcal{H}$ and diversity $M_r$ for message set $\mathcal{L}$ (see [17] for proof details).

**Example 2:** Here $\mathcal{H}$ comes from the message set $\{a(0), a(1)\} \in \mathcal{A}$ and the message set $\mathcal{L}$ is given by $\{b(0), b(1), b(2), b(3)\} \in \mathcal{A}$. This implies that $R_H = \frac{1}{2} \log |\mathcal{A}|$, and $R_L = \log |\mathcal{A}|$. The code can be written as

$$X_{a,b} = X_a + X_b = \begin{bmatrix} a(0) & a(1) & b(2) & b(3) \\ -a^*(1) & a^*(0) & b^*(3) & -b^*(2) \\ b(0) & b(1) & a^*(0) & -a(1) \\ -b^*(1) & b(0) & a^*(1) & a(0) \end{bmatrix}. \quad (23)$$

This code can be shown to achieve diversity of $3M_r$ for message set $\mathcal{H}$ and diversity $2M_r$ for message set $\mathcal{L}$. Therefore, this example achieves the tuple, $(\frac{1}{2} \log |\mathcal{A}|, 3M_r, \log |\mathcal{A}|, 2M_r)$ (see [17] for proof details).

**B. Multi-Level Constructions**

Given an $L$-level binary partition of a QAM or PSK signal constellation, a space-time codeword is an array $K = \{K_1, K_2, \ldots, K_L\}$ determined by a sequence of binary matrices where matrix $K_i$ specifies the space-time array at level $i$. A multi-level space-time code is defined by the choice of the constituent sets of binary matrices $K_1, K_2, \ldots, K_L$ where $K_i \in \mathcal{K}_i$. These sets of binary matrices provide rank guarantees necessary to achieve the diversity orders required for each message set.

With $|\mathcal{A}| = 2^L$, given message sets $\{\mathcal{E}_i\}_{i=1}^L$, we define the following mapping to the space-time
codeword $\mathbf{X} \in \mathcal{A}^{M \times T}$

$$\{\mathcal{E}\}_{i=1}^{L} \xrightarrow{f_1} \mathbf{K} = \begin{bmatrix} K(1,1) & \ldots & K(1,T) \\ \vdots & \ddots & \vdots \\ K(M,1) & \ldots & K(M,T) \end{bmatrix} \xrightarrow{f_2} \mathbf{X} = \begin{bmatrix} x(1,1) & \ldots & x(1,T) \\ \vdots & \ddots & \vdots \\ x(M,1) & \ldots & x(M,T) \end{bmatrix}$$ (24)

where the matrix $\mathbf{K}$ is specified by $K(m,n) \in \{0,1\}^{\log(|\mathcal{A}|)}$ i.e., a length-$L$ binary string and $x(m,n) \in \mathcal{A}$. This construction is illustrated in Figure 3 for a constellation size of $L$ bits. Note that the dimension of the matrix $\mathbf{X}$ or equivalently the dimension of the matrices $\mathbf{K}_i$ can be chosen to be an arbitrary integer $M$.

![Fig. 3. Schematic representation of the multi-level code construction.](image)

In summary, given the channel and the message set, first choose the sets of constituent matrices $\mathcal{K}_1, \mathcal{K}_2, \ldots, \mathcal{K}_L$ and then the corresponding $\mathbf{K}_1, \ldots, \mathbf{K}_L$. The first mapping $f_1$ is obtained by constructing the matrix $\mathbf{K} \in (\mathbb{F}_2^L)^{M \times T}$ whose entries are constructed by concatenating the bits from the corresponding entries in the matrices $\mathcal{K}_1, \ldots, \mathcal{K}_L$ into a length-$L$ bit-string. This is then mapped to the space-time codeword through the constellation mapper $f_2(b_0, \ldots, b_{L-1}) = s$. For QAM and PSK constellations, the mapping is defined next.

- For a QAM constellation, the point $s$ is a point in the constellation given by

$$s - c(L) \equiv \sum_{l=0}^{L-1} b_l (1 - i)^l \mod (1 - i)^L.$$ (25)

The constant $c(L) = \frac{1}{2}$ for odd $L$ and $\frac{1}{2}(1 + i)$ for even $L$.

- Defining $\xi = \xi_{2^L} = \exp(2\pi i/2^L)$, points in the $2^L$-PSK constellation can be represented as

$$s = \prod_{l=0}^{L-1} (\xi^{2^l})^{b_l}.$$ (26)

Using this sequence of $L$ matrices, the space-time codeword can be obtained as seen in Figure 3.
Choose the sets $\mathcal{K}_l, l = 1, \ldots, L$ to have rank guarantees in the binary domain such that for any distinct pair of matrices $A, B \in \mathcal{K}_l$ the rank of $(A - B)$ is at least $d_l$. The following theorem shows that the corresponding bits can be given rank guarantees in the complex-domain space time code.

**Theorem 4.1:** [17] Let $\mathcal{C}$ be a multi-level space-time code for a QAM or PSK constellation of size $2^L$ of dimension $M \times T$, that is determined by constituent sets of binary matrices $\mathcal{K}_l, l = 1, \ldots, L$, with binary rank guarantees $d_1 \geq d_2 \geq \cdots \geq d_L$. Consider space-time codewords constructed from these sets using the construction in (24). This codebook satisfies the property that the minimum rank difference in the complex domain between two codewords corresponding to different input bits in the $l$th layer is at least $d_l$.

Since the coding scheme in Section III-A is used, when transmitting over an ISI channel with $\nu + 1$ taps, we require that the mapping in (24) satisfies the constraint that the last $\nu$ entries of the mapping lead to given alphabets (taken to be zero without loss of generality). Note that since the received codeword after transmission over the ISI channel can be effectively written as in (12), we need to give guarantees on the rank of $[\Theta_\nu(A) - \Theta_\nu(B)]$ for any distinct pair of matrices $A, B \in \mathcal{K}_l$. Denote $\mathcal{K}_{\nu,d} \in \mathbb{F}_2^{M_t \times T}$ to be the set of binary matrices such that the last $\nu$ entries are zero and for $A \neq B$, the rank of $[\Theta_\nu(A) - \Theta_\nu(B)]$ is at least $d(\nu + 1)$.

An obvious way to construct $\mathcal{K}_{\nu,d}$ would be to take a single matrix in each layer which satisfies these constraints. Then choosing $\mathcal{K}_l = \mathcal{K}_{\nu,d}$, would give a rate of $R = \frac{1}{T} \log |\mathcal{K}_{\nu,d}| = 0$ on the $l$th layer. Also from Theorem 2.2 it is known that

$$R \leq M_t - d + 1 \Rightarrow |\mathcal{K}_{\nu,d}| \leq 2^{T(M_t - d + 1)}$$

The following lemma shows that for some fixed $T \geq T_{thr}$ it is possible to construct binary matrices which satisfy the structure and rank guarantees with rate almost close to the maximum possible as in (27).

**Lemma 4.2:** [20] For block size $T \geq T_{thr} = R\nu + (M_t - 1)(\nu + 1)(2^R - 1)$, we can construct sets of binary matrices $\mathcal{K}_{\nu,d}$ such that they satisfy the following properties

- The last $\nu$ entries of all the $M_t$ rows are equal to zero.
- For any distinct pair of matrices $A, B \in \mathcal{K}_{\nu,d}$ the rank of $[\Theta_\nu(A) - \Theta_\nu(B)]$ is at least $d(\nu + 1)$.
- $|\mathcal{K}_{\nu,d}| \geq 2^{T(M_t - d + 1) - \nu M_t}$.

Combining Theorem 4.1 and Lemma 4.2, we can state the formal construction guarantee for the diversity embedded code for transmission over the ISI channel as follows.

**Theorem 4.3:** [20] Let $\mathcal{C}$ be a multi-level space-time code for a QAM or PSK constellation of size $2^L$ with $M_t$ transmit antennas that is determined by constituent sets of binary matrices $\mathcal{K}_l = \mathcal{K}_{\nu,d_l}, l = 1, \ldots, L$, such that $d_1 \geq d_2 \geq \cdots \geq d_L$. For joint maximum-likelihood decoding, the input bits that select
the codeword from the \( l \)th set \( K_l \) are guaranteed diversity \( D_l = d_l(\nu + 1)M_r \) in the complex domain when transmitted over an ISI channel with \( \nu + 1 \) taps.

Therefore, this construction for QAM constellations achieves the rate-diversity tuple \((R_1, M_r d_1(\nu + 1), \ldots, R_L, M_r d_L(\nu + 1))\), with the overall equivalent single-layer code achieving rate-diversity point, \((\sum_1^L R_l, M_r d_L(\nu + 1))\). In particular, we can construct a space-time code by choosing identical rank requirements for all the layers, i.e., \( d_1 = d_2 = \ldots = d_L \). Hence, the rate-diversity tradeoff for the ISI channel can be characterized as follows.

**Theorem 4.4:** (Transmit-alphabet-constrained, rate-diversity tradeoff for ISI channels) Consider transmission over a \( \nu + 1 \) tap ISI channel with \( M_t \) transmit antennas from a QAM or PSK signal constellation \( A \) with \(|A| = 2^L\) and communication over a time period \( T \) such that \( T \geq T_{thr} \). For diversity order \( D_{isi} = d(\nu + 1)M_r \), the rate-diversity tradeoff is given by

\[
(M_t - d + 1) - \frac{\nu}{T} M_t \leq R_{eff} \leq (M_t - d + 1).
\]

where \( R_{eff} \) is the effective rate of transmission which includes the overhead due to the zero padding. Note that the bounds in the above theorem are tight as \( T \to \infty \). Thus, it follows that it is possible to achieve a \((\nu + 1)\)-fold increase in the diversity order for ISI channels for transmission over channels with multiple transmit antennas as well. The tradeoff shows that it is possible to harness all the diversity in the ISI channel with a very small rate penalty.

### C. Binary Matrices

In Section IV-B we assumed the existence of sets of binary matrices \( K_{\nu,d} \) in Lemma 4.2. In this section we describe the construction of the sets \( K_{\nu,d} \) and in particular give the proof for \( K_{\nu,M_t} \).

Given a rate \( R \), define the linearized polynomial

\[
f(x) = \sum_{l=0}^{R-1} f_l x^{2^l},
\]

where \( \{f_l\}_{l=0}^{R-1} \in \mathbb{F}_{2^T} \) are elements of an extension field \( \mathbb{F}_{2^T} \). To develop the binary matrices define \( c_f \in \mathbb{F}_{2^T}^{M_t} \)

\[
c_f = \left[ f(1) \quad f(\xi) \quad \ldots \quad f(\xi^{(M_t-1)}) \right]^t.
\]

where \( \xi = \alpha^{(2^T-1)(\nu+1)} \), and \( \alpha \) is a primitive element of \( \mathbb{F}_{2^T} \). Let \( f^{(0)}(\xi^i) \) and \( f^{(k)}(\xi^i) \) be the representations of \( f(\xi^i) \) and \( \alpha^k f(\xi^i) \) in the basis \( \{\alpha^0, \alpha^1, \ldots, \alpha^{T-1}\} \), respectively i.e., \( f^{(0)}(\xi^i), f^{(k)}(\xi^i) \in \mathbb{F}_{2^2 \times 2} \).

A matrix representation \( C_f \in \mathbb{F}_{2^T}^{M_t \times T} \) of \( c_f \) can be obtained as

\[
C_f = \left[ f^{(0)t}(1) \quad f^{(0)t}(\xi) \quad \ldots \quad f^{(0)t}(\xi^{(M_t-1)}) \right]^t.
\]
Note that the $j^{th}$ row of $C_f$ is given by the binary expansion of $f(\xi^{j-1}) \in \mathbb{F}_{2^r}$ in terms of the basis $\{\alpha^0, \alpha, \ldots, \alpha^{T-1}\}$. The coefficients in this basis expansion can be obtained using the trace operator described in standard textbooks on finite fields [33].

Now, in order to get the structure required in Lemma 4.2, we need to study the requirements on $f$ so that the last $\nu$ elements in $C_f$ are 0 for all the $M_t$ rows. Using the trace function, the admissible $f$ can be represented in terms of the set $S$ defined as

$$S = \{ f : f \in \mathbb{F}_{2^T}^{R}, \text{Tr}_{2^T/2} (\theta_i f(\xi^{j-1})) = 0 \forall i \in \{T - \nu, \ldots, T - 1\} \text{ and } \forall j \in \{1, \ldots, M_t\} \}.$$  (31)

The cardinality of these binary sets can be shown to be lower bounded in the following Theorem.

**Theorem 4.5:** [20] Considering $T > (\nu + 1) M_t$, a lower bound on the cardinality of the set $S$ is given by $|S| \geq 2^{RT - \nu M_t}$, which implies a lower bound on the effective rate of $R_{\text{eff}} = \frac{1}{T} \log |S| \geq R - \frac{\nu M_t}{T}$. This theorem implies that not much is lost, in terms of rate, by the zero padding at the end of the transmission block. Also, it can be shown that as long as $T \geq T_{\text{thr}}$, defining $K_{\nu,d} = \{ C_f : f \in S \}$, the set $K_{\nu,d}$ satisfies all the properties listed in Lemma 4.2.

**Simplifications for flat-fading channels:** Note that for the special case of flat-fading channels, constructions of matrices exist which achieve the rate-diversity tradeoff exist for much lower value of $T_{\text{thr}}$ [27], [34]. In particular, it is possible to construct sets of binary matrices $K_{0,d}$ with $T \geq M_t$. This significantly reduces the decoding complexity and the delay while transmitting diversity embedded codes over a flat-fading channel and the construction is summarized in the following theorem.

**Theorem 4.6:** [27], [34] Given a rate $R$, define the linearized polynomial

$$f(x) = \sum_{l=0}^{R-1} f_l x^{2^l}. \quad (32)$$

where $\{f_l\}_{l=0}^{R-1} \in \mathbb{F}_{2^r}$ and $\alpha$ is the primitive element of $\mathbb{F}_{2^r}$. Associate the matrix $C_f \in \mathbb{F}_2^{M_t \times T}$ with each such $f$ where

$$C_f = \begin{bmatrix} f^{(0)}t(1) & f^{(0)}t(\alpha) & \ldots & f^{(0)}t(\alpha^{(M_t-1)}) \end{bmatrix}^t \quad (33)$$

and $T \geq M_t$. Defining $K_{0,d} = \{ C_f : f \in \mathbb{F}_{2^r}^R \}$, the minimum rank distance between matrices in $K_{0,d}$ is equal to $(M_t - R + 1)$.

Although the only difference between the constructions in Theorem 4.6 for flat-fading channels and the construction for ISI channels [20] is in the evaluation points of the function $f$, the proof techniques for the ISI case require a much more sophisticated argument. This is because of the structure and constraints

$^3$Note that for any element $\beta \in \mathbb{F}_{2^r}$ the trace of the element $\beta$ relative to the base field $\mathbb{F}_2$ is defined as,

$$\text{Tr}_{2^T/2} (\beta) = \beta + \beta^2 + \beta^{2^2} + \ldots + \beta^{2^{T-1}}.$$
on the binary matrices imposed by the ISI channel as well as the fact that rank guarantees are required after the mapping defined in (16). Note that if space-time codes that achieve diversity order \( D \) over a flat-fading channel are used, all that can be guaranteed is that we will still achieve diversity order \( D \) over a fading ISI channel [42]. In particular [20] provides an example of a code which achieves particular points on rate-diversity tradeoff for flat-fading channels and fails to do so in the case of ISI channels. Therefore, the design of codes for fading ISI channels cannot be immediately done by using the codes for flat-fading channels.

D. Maximal-Rank Binary Codes with Toeplitz (ISI) constraints

The proof that by choosing \( \mathcal{K}_{\nu,d} = \{ C_f : f \in \mathcal{S} \} \), the set \( \mathcal{K}_{\nu,d} \) satisfies the rank properties in Lemma 4.2 for \( d \neq M_t \) involves sophisticated arguments on the null space of \( \Theta_{\nu}(A) \) for \( A \in \mathcal{K}_{\nu,d} \) (see [20]).

The proof simplifies for the case of \( d = M_t \), or equivalently \( R = 1 \), since in this case \( f(x) = f_0 x \) which enables us to write \( \beta f(x) = f(\beta x) \) for \( \beta \in \mathbb{F}_{2^T} \). Therefore, in this section we show that if \( R = 1 \), then for all \( f \in \mathcal{S} \), \( \text{rank}(\Gamma(C_f)) \geq M_t(\nu + 1) \) and for the proof of the general case please see [20]. In fact, for the case \( R = 1 \), \( T_{th} = M_t(\nu + 1) \) is enough. Since \( f \in \mathcal{S} \), the last \( \nu \) elements in \( C_f \) are 0 for all the \( M_t \) rows. Therefore, \( f^{(k)}(\xi^i) \) is a cyclic shift by \( k \) positions of \( f(\xi^i) \). Hence, for \( i \in \{0, 1, \ldots, \nu\} \)

\[
C_f^{(i)} = \begin{bmatrix} f^{(i)t}(1) & f^{(i)t}(\xi) & \ldots & f^{(i)t}(\xi^{(M_t-1)}) \end{bmatrix}^t,
\]

where \( C_f^{(i)} \) represents the matrix obtained by a cyclic shift of all the rows of the matrix \( C_f \) by \( i \) positions. Therefore

\[
\Gamma(C_f) = \begin{bmatrix} C_f^t & C_f^{(1)t} & \ldots & C_f^{(\nu)t} \end{bmatrix}^t = U_f
\]

Note that the codeword matrix \( U_f \in \mathbb{F}_2^{(\nu+1)M_t \times T} \) can be obtained by the representation of each element of \( u_f \) in the basis \( \{\alpha^0, \alpha^1, \ldots, \alpha^{T-1}\} \) where

\[
u,d
\]

With this notation we can state the following theorem:

**Theorem 4.7: (Maximal rank distance codes)** Let \( f(x) = f_0 x \), as in (28) with \( R = 1 \) and \( T \geq M_t(\nu + 1) \). Then for \( \mathcal{S} \) defined in (31), \( \forall f \in \mathcal{S}, \text{rank}(\Gamma(C_f)) \geq M_t(\nu + 1) \) over the binary field.

**Proof:** The result can be proved by contradiction. Suppose that \( \mathcal{O} = \{\Gamma(C_f) : f \in \mathcal{S}\} \) has rank distance less than \( (\nu + 1)M_t \), then there exists a vector \( u_f \neq 0 \) for some \( f \in \mathcal{S} \) such that the corresponding binary matrix \( \Gamma(C_f) = U_f \) has binary rank less than \( (\nu + 1)M_t \) (as the code is linear). So there exists a non-trivial binary vector space \( \mathcal{B} \subseteq \mathbb{F}_2^{(\nu+1)M_t} \) such that for every \( b \in \mathcal{B} \)

\[
b^t U_f = 0 \iff \sum_{i=1}^{(\nu+1)M_t} b_i U_f(i,j) = 0, \quad j = 1, \ldots, T,
\]

\[
\sum_{i=1}^{(\nu+1)M_t} b_i U_f(i,j) = 0, \quad j = 1, \ldots, T.
\]
where $U_f(i, j)$ is the $(i, j)^{th}$ entry of $U_f$ and $(\cdot)^{T}$ is used to denote vector transpose. Since each row of $U_f$ is an expansion of the rows of $u_f$ in the basis $\{\alpha^0, \alpha, \ldots, \alpha^{T-1}\}$, we can write as operations over $\mathbb{F}_2^{\nu T}$

$$b^t u_f = \sum_{i=1}^{(\nu+1)M_t} b_i u_f(i) = \sum_{i=1}^{(\nu+1)M_t} b_i \sum_{j=1}^T U_f(i, j) \alpha_j = \sum_{j=1}^T \alpha_j \sum_{i=1}^{(\nu+1)M_t} b_i U_f(i, j), \quad (38)$$

where the basis expansion is used. Due to the linear independence of $\{\alpha^0, \alpha, \ldots, \alpha^{T-1}\}$, it is clear from (37) and (38) that

$$b^t U_f = 0 \iff b^t u_f = 0. \quad (39)$$

Now, suppose that for $b \neq 0$,

$$b^t u_f = \sum_{i=0}^{\nu} \sum_{k=0}^{M_t-1} b_i \alpha^{i+k(\nu+1)} = \sum_{i=0}^{\nu} \sum_{k=0}^{M_t-1} b_i \alpha^i f_0 \alpha^{k(\nu+1)}$$

$$= f_0 \left( \sum_{i=0}^{\nu} \sum_{k=0}^{M_t-1} b_i \alpha^{i+k(\nu+1)} \right) = 0 \quad (40)$$

Thus, for every $b \in \mathcal{B}$ the element $\left( \sum_{i=0}^{\nu} \sum_{k=0}^{M_t-1} b_i \alpha^{i+k(\nu+1)} \right)$ is a zero of $f(x)$. Note that $\{\alpha^{i+k(\nu+1)}\}$ are linearly independent for $k \in \{0, 1, \ldots, M_t - 1\}$ and $i \in \{0, 1, \ldots, \nu\}$ as $T \geq (\nu+1)M_t$. Therefore, there is only one trivial solution to the equation (40) i.e., $b_i \alpha^{i+k(\nu+1)} = 0$ for $i = \{0, \ldots, \nu\}$, $\nu = \{1, \ldots, \nu\}$. This contradicts the fact that the null space is non-trivial since we cannot have $b \neq 0$ and $b \in \mathcal{B}$. Hence, all matrices in $\mathcal{O}$ have rank equal to $M_t(\nu + 1)$.

\section{V. Information Theoretic Embedding}

In the previous section, diversity embedding codes were designed for transmission over MIMO flat-fading and ISI channels when the transmitted symbols were drawn from a finite alphabet. In this section, we consider the fundamental limits of embedding for transmission over an ISI channel when the rate of the codebook is allowed to increase with SNR. As was pointed out in Section II-B, in this framework the tradeoff between rate and reliability is captured by the D-M tradeoff. Here, we will consider only two levels of reliability but our approach can be easily generalized to any number of levels. For most of this section, we focus our attention on channels with a single degree of freedom i.e., $\min(M_t, M_r) = 1$.

\subsection{A. Successive Refinement}

For transmission over flat-fading and ISI channels, we would like to characterize the achievable D-M tuple $(r_H, D_H, r_L, D_L)$ as described in Section III-B. If viewed as a single-layer code, the diversity embedded code achieves rate-diversity pairs $(r_H, D_H)$ and $(r_H + r_L, D_L)$, where it is assumed that $D_H \geq D_L$. Since it is not possible to beat the single-layer rate-diversity tradeoff, note that necessarily
\( D_H \leq D_{\text{opt}}(r_H) \) and \( D_L \leq D_{\text{opt}}(r_H + r_L) \) where \((r, D_{\text{opt}}(r))\) is the optimal single-layer diversity-multiplexing point corresponding to the channel. Formalizing this notion, the following definition for successive refinability can be stated:

**Definition 5.1:** [14] A channel is said to be successively refinable if the diversity-multiplexing tradeoff curve for transmission is successively refinable, i.e., for any multiplexing gains \( r_H \) and \( r_L \) such that \( r_H + r_L \leq \min(M_t, M_r) \), the diversity orders

\[
D_H = D_{\text{opt}}(r_H), \quad D_L = D_{\text{opt}}(r_H + r_L)
\]

are achievable, where \( D_{\text{opt}}(r) \) is the optimal diversity order of the channel.

The concept of successive refinability can be visualized as in Figure V-C. For codes that are successively refinable this definition implies that one can perfectly embed a high diversity code within a high rate code.

**Notation:** Let \( h_i^{(p,q)} \) represent the \( i^{th} \) tap coefficient between the \( p^{th} \) receive antenna and the \( q^{th} \) transmit antenna, \( x^{(q)}[k] \) and \( y^{(p)}[n] \) be the symbol transmitted on the \( q^{th} \) transmit antenna and the symbol received at the \( p^{th} \) receive antenna in the \( n^{th} \) time instant, respectively. Also, let \( x^{(q)}_{[a,b]} \) and \( y^{(p)}_{[a,b]} \) be the symbols transmitted on the \( q^{th} \) transmit antenna and received at the \( p^{th} \) receive antenna over the time period \( a \) to \( b \), i.e.,

\[
y^{(p)}_{[0,T-1]} = \begin{bmatrix} y^{(p)}[0] & y^{(p)}[1] & \cdots & y^{(p)}[T-1] \end{bmatrix}^t.
\]

**B. Structural Observation**

Consider the same coding scheme as in Section III-A but instead of expressing the codeword as a Toeplitz matrix as in (12), the channel matrix can be expressed as a circulant matrix as follows:

\[
\begin{bmatrix}
  y[0] \\
y[1] \\
\vdots \\
y[T - \nu - 1] \\
y[T - 1]
\end{bmatrix}
= \begin{bmatrix}
  H_0 & 0 & \cdots & 0 & H_\nu & \cdots & H_2 & H_1 \\
  H_1 & H_0 & \cdots & 0 & 0 & \cdots & H_2 & \vdots \\
  \vdots & \vdots & \ddots & \vdots & \vdots & \ddots & \vdots & \vdots \\
  0 & \cdots & 0 & H_\nu & H_{\nu - 1} & \cdots & H_1 & H_0
\end{bmatrix}
\begin{bmatrix}
x[0] \\
x[1] \\
\vdots \\
x[T - \nu - 1] \\
0
\end{bmatrix}
+ \begin{bmatrix}
z[0] \\
z[1] \\
\vdots \\
z[T - \nu - 1] \\
z[T]
\end{bmatrix}
\]

i.e.,

\[
Y = HW + Z
\]
where $\mathbf{Y} \in \mathbb{C}^{TM_r \times 1}$, $\mathbf{H} \in \mathbb{C}^{TM_r \times TM_r}$, $\mathbf{W} \in \mathbb{C}^{TM_r \times 1}$, $\mathbf{Z} \in \mathbb{C}^{TM_r \times 1}$. Denote $\mathbf{C} = circ\{c_1, c_2, \ldots, c_T\}$ to be the $T \times T$ circulant matrix given by

$$\mathbf{C} = \begin{bmatrix} c_1 & c_2 & c_3 & \ldots & c_{T-1} & c_T \\ c_T & c_1 & c_2 & \ldots & c_{T-2} & c_{T-1} \\ \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\ c_2 & c_3 & c_4 & \ldots & c_T & c_1 \end{bmatrix} \quad (44)$$

Rearranging this equation by permuting the rows and columns of equation (43), we get

$$\begin{bmatrix} \mathbf{y}^{(1)}_{[0,T-1]} \\ \mathbf{y}^{(2)}_{[0,T-1]} \\ \vdots \\ \mathbf{y}^{(M_r)}_{[0,T-1]} \end{bmatrix} = \begin{bmatrix} \mathbf{H}^{(1,1)} & \mathbf{H}^{(1,2)} & \ldots & \mathbf{H}^{(1,M_r)} \\ \mathbf{H}^{(2,1)} & \mathbf{H}^{(2,2)} & \ldots & \mathbf{H}^{(2,M_r)} \\ \vdots & \vdots & \ddots & \vdots \\ \mathbf{H}^{(M_r,1)} & \mathbf{H}^{(M_r,2)} & \ldots & \mathbf{H}^{(M_r,M_r)} \end{bmatrix} \begin{bmatrix} \mathbf{x}^{(1)}_{[0,T-1]} \\ \mathbf{x}^{(2)}_{[0,T-1]} \\ \vdots \\ \mathbf{x}^{(M_r)}_{[0,T-1]} \end{bmatrix} + \mathbf{Z} \quad (45)$$

where $\mathbf{H}^{(p,q)}$ are circulant matrices given by

$$\mathbf{H}^{(p,q)} = circ\{h_0^{(p,q)}, 0, \ldots, 0, h_{|p,q|}^{(p,q)}, \ldots, h_{M_r}^{(p,q)}, h_1^{(p,q)}\}.$$  

Since the $\mathbf{H}^{(p,q)}$ are circulant matrices, they can be written using the frequency-domain notation as $\mathbf{H}^{(p,q)} = \mathbf{Q} \mathbf{\Lambda}^{(p,q)} \mathbf{Q}^*$ where $\mathbf{Q}, \mathbf{Q}^* \in \mathbb{C}^{T \times T}$ are truncated DFT matrices and $\mathbf{\Lambda}^{(p,q)}$ are diagonal matrices with elements given by

$$\mathbf{\Lambda}^{(p,q)} = diag\left\{\lambda_k^{(p,q)} : \lambda_k^{(p,q)} = \sum_{l=0}^{\nu} h_l^{(p,q)} e^{-\frac{2\pi i}{T} kl}\right\} \quad (46)$$

for $k = \{0, \ldots, (T-1)\}$. The asymptotic behaviors of these frequency-domain coefficients are related to the fading strength of the time-domain taps by the following lemma:

**Lemma 5.2:** [18] Consider the taps in the frequency domain in (46) given by

$$\lambda_k^{(p,q)} = \sum_{l=0}^{\nu} h_l^{(p,q)} e^{-\frac{2\pi i}{T} kl}$$

for $k = \{0, \ldots, (T-1)\}$, $p \in \{1, \ldots, M_r\}$ and $q \in \{1, \ldots, M_t\}$. For $\alpha \in (0, 1]$, define the sets $\mathcal{G}^{(p,q)}$, $\mathcal{F}^{(p,q)}(\alpha)$ and $\mathcal{M}(\alpha)$ as

$$\mathcal{G}^{(p,q)} = \{k : |\lambda_k^{(p,q)}|^2 \geq \max_{l \in \{0,1,\ldots,\nu\}} |h_l^{(p,q)}|^2\} \quad (47)$$

$$\mathcal{F}^{(p,q)}(\alpha) = \{k : |\lambda_k^{(p,q)}|^2 \leq SNR^{-\alpha}\}, \quad (48)$$

$$\mathcal{M}(\alpha) = \{h : |h_i^{(p,q)}|^2 \leq SNR^{-\alpha}, \forall i \in \{0, \ldots, \nu\}, \forall p \in \{1, \ldots, M_r\}, q \in \{1, \ldots, M_t\}\}. \quad (49)$$

We have the following relations on the cardinality of these sets:
(a) Letting $G^{(p,q)}$ represent the complement of the set $G^{(p,q)}$, we have $|G^{(p,q)}| \leq \nu \quad \forall p, q$. In other words, at least $T - \nu$ of the $T$ taps in the frequency domain for each $(p, q)$ are (asymptotically) of magnitude $\max\left(|h_0^{(p,q)}|^2, |h_1^{(p,q)}|^2, \ldots, |h_{\nu}^{(p,q)}|^2\right)$.

(b) Given that $H \in M^c(\alpha)$, for MISO channel

$$\exists p \in \{1, 2, \ldots, M_t\} \text{ s. t. } |\mathcal{F}^{(1,p)}(\alpha)| \leq \nu$$

and for a SIMO channel

$$\exists q \in \{1, 2, \ldots, M_r\} \text{ s. t. } |\mathcal{F}^{(q,1)}(\alpha)| \leq \nu$$

Here is an intuition of why such a result will hold. Consider the polynomial

$$\lambda^{(p,q)}(z) = \sum_{l=0}^{\nu} h_l^{(p,q)} z^l,$$

which evaluates to the Fourier transform for $z = e^{-\frac{2\pi i k}{T}}$. Since the polynomial of degree $\nu$ is evaluated at $z = e^{-\frac{2\pi i k}{T}}$, for $k = \{0, \ldots, (T - 1)\}$, at most $\nu$ values can be zero and at least $(T - \nu)$ values are bounded away from zero.

C. Successive Refinement of ISI Tradeoff, $\min(M_t, M_r) = 1$

For transmission over the ISI channel, we propose a generic superposition coding scheme along the lines of the universal codes constructed in [24] which simplifies for special cases like the SIMO/SISO channel and flat-fading channels as shown in the Section V-D. Consider the same coding scheme as above but repeat the transmission over a period of length $(T - \nu)$ followed by $\nu$ zeros for $T_b$ such blocks. With the same reasoning as in (45), the received symbols over the period $T_b T$ can be written as:

$$\begin{bmatrix}
Y^{(1)}_{[0,T-1]} & Y^{(1)}_{[T;2T-1]} & \cdots & Y^{(1)}_{[T(T_t-1),T_tT_t-1]} \\
Y^{(2)}_{[0,T-1]} & Y^{(2)}_{[T;2T-1]} & \cdots & Y^{(2)}_{[T(T_t-1),T_tT_t-1]} \\
\vdots & \vdots & \ddots & \vdots \\
Y^{(M_t)}_{[0,T-1]} & Y^{(M_t)}_{[T;2T-1]} & \cdots & Y^{(M_t)}_{[T(T_t-1),T_tT_t-1]}
\end{bmatrix} = \mathbf{H}_{circ} \begin{bmatrix}
X^{(1)}_{[0,T-1]} & X^{(1)}_{[T;2T-1]} & \cdots & X^{(1)}_{[T(T_t-1),T_tT_t-1]} \\
X^{(2)}_{[0,T-1]} & X^{(2)}_{[T;2T-1]} & \cdots & X^{(2)}_{[T(T_t-1),T_tT_t-1]} \\
\vdots & \vdots & \ddots & \vdots \\
X^{(M_t)}_{[0,T-1]} & X^{(M_t)}_{[T;2T-1]} & \cdots & X^{(M_t)}_{[T(T_t-1),T_tT_t-1]}
\end{bmatrix} + \mathbf{Z}_{circ}$$

Rearranging $X_{circ}$ so that all the zero paddings are at the end, we will concentrate on the design of $X \in \mathbb{C}^{(T-\nu)M_t \times T_b}$ where

$$X = \begin{bmatrix}
X^{(1)}_{[0,T-\nu-1]} & X^{(1)}_{[T;2T-\nu-1]} & \cdots & X^{(1)}_{[T(T_t-1),T_tT_t-\nu-1]} \\
X^{(2)}_{[0,T-\nu-1]} & X^{(2)}_{[T;2T-\nu-1]} & \cdots & X^{(2)}_{[T(T_t-1),T_tT_t-\nu-1]} \\
\vdots & \vdots & \ddots & \vdots \\
X^{(M_t)}_{[0,T-\nu-1]} & X^{(M_t)}_{[T;2T-\nu-1]} & \cdots & X^{(M_t)}_{[T(T_t-1),T_tT_t-\nu-1]}
\end{bmatrix}.$$
Choosing $T \geq T_{thr}$ use superposition coding such that

$$X = X_H + X_L$$

where $X_H \in X_H$ and $X_L \in X_L$ and $X_H, X_L$ satisfy the following criterion:

1) For $r_H \in [0, 1]$ and defining $\Delta X_H = X_H - X_H' \neq 0$, for all $X_H, X_H' \in X_H$ it is required that

$$\|X_H\|^2_F \leq (T - \nu)T_b SNR$$

$$\min_{\Delta X_H} \det(\Delta X_H \Delta X_H^*) \geq SNR^{T_b -(T - \nu)r_H}$$

2) For $r_L + \beta \in [0, 1]$, and defining $\Delta X_L = X_L - X_L' \neq 0$, for all $X_L, X_L' \in X_L$ it is required that

$$\|X_L\|^2_F \leq (T - \nu)T_b SNR^{1- \beta}$$

$$\min_{\Delta X_L} \det(\Delta X_L \Delta X_L^*) \geq SNR^{T_b -(T - \nu)(\beta + r_L)}$$

Using these superposition codes for transmission, the following theorem shows that the ISI channel is almost successively refinable. The above constraints are related to the NVD criterion and from [24] it is known that codes satisfying these constraints exist.

**Theorem 5.3:** [15], [21] Consider a $(\nu + 1)$-tap point-to-point ISI channel with a single degree of freedom i.e., $\min(M_t, M_r) = 1$ and $T_b \geq T_{thr}$. The diversity-multiplexing tradeoff for this channel is successively refinable, i.e., for any multiplexing gains $r_H$ and $r_L$ such that $r_H + r_L \leq T - \nu$ the achievable diversity orders given by $D_H(r_H)$ and $D_L(r_L)$ are bounded as

$$\max(M_t, M_r)(\nu + 1)(1 - \tilde{r}_H) \leq D_H(r_H) \leq \max(M_t, M_r)(\nu + 1)(1 - r_H),$$

$$\max(M_t, M_r)(\nu + 1)(1 - (\tilde{r}_H + \tilde{r}_L)) \leq D_L(r_L) \leq \max(M_t, M_r)(\nu + 1)(1 - (r_H + r_L))$$

where $\tilde{r}_H = \frac{T}{T - \nu}r_H$, $\tilde{r}_L = \frac{T}{T - \nu}r_L$ and $T$ and $T_b$ are finite and do not grow with SNR.

Hence, Theorem 5.3 shows that the best possible performance can be achieved. This implies that for ISI fading channels with a single degree of freedom, it is possible to design ideal opportunistic codes.

The existence of (almost) ideal opportunistic codes is surprising since one would have expected the behavior for the ISI channel to be closer to the flat-fading multiple-degrees-of-freedom case, where the D-M tradeoff was not successively refinable [16]. Since ISI channels can be viewed as a set of parallel fading channels albeit with correlated fading, the correlations completely alter the characteristic of the D-M tradeoff.

The inequalities in (58) becomes tight as $T$ is increased and therefore the D-M trade-off for the ISI channel with single degree of freedom is successively refinable as in Definition 5.1. For the flat-fading case, we can actually get successive refinement with finite block length codes as seen in [15]. An intuition of successive refinement for the flat fading channel with single degree of freedom can be obtained by observing the achievable outage plots using superposition coding in Figure V-C. We plot the achievable
Fig. 4. Successive refinement for a flat fading channel with $M_r$ receive antennas and one transmit antenna.

Fig. 5. Intuition for successive refinement of flat fading channels with single degree of freedom.

$(R_H, R_L)$ points using superposition coding for different values of $P_e^H$ and $P_e^L$ for a fixed SNR. Note that as $P_e^H$ decreases the curve gets steeper. This implies that for a small backoff in the rate on the lower priority layer, a significant improvement is obtained in the achievable rate on the higher priority layer. This gives us the intuition that the flat fading channel with single degree of freedom is successively refinable. Note that for $D_H > D_L$ the outage probability requirements become orders of magnitude apart in the high SNR regime, and therefore diversity embedded codes are appropriate when we have such disparate reliability requirements.

D. Special Cases

In this section, we show that the coding scheme in Section V-C specializes to simpler cases for particular channels. Thus, the inequalities in (55) and (57) are sufficient but not necessary conditions for successive refinability.

- **SISO/SIMO ISI channel**: For the case of the SISO/SIMO ISI channel, assume two streams with uncoded QAM codebooks for each stream, as in [15], [18]. Let $\mathcal{X}_H$ be a QAM constellation of size $SNR^{\tilde{r}_H}$ with minimum distance $(d_{min}^H)^2 = SNR^{1-\tilde{r}_H}$. Similarly, let $\mathcal{X}_L$ be a QAM constellation of size $SNR^{\tilde{r}_L}$ with minimum distance $(d_{min}^L)^2 = SNR^{1-\beta-\tilde{r}_L}$, where $\beta > \tilde{r}_H$. Considering coding with $T_b = 1$, it is easy to see that this constellation satisfies the constraints in equations (55) and (57).

- **MISO ISI channel**: For transmission over the MISO ISI channel, we need to design codebooks satisfying Equations (55) and (57). Taking $T_b \geq TM_t$ it is possible to use sets of codebooks satisfying these properties (for example [24]), therefore establishing existence of codes with these...
properties. These codes satisfy the Non Vanishing Determinant (NVD) property, which is a sufficient and necessary condition for codebooks to achieve the D-M tradeoff for flat fading channels. The specialization for SISO/SIMO ISI channels shows that uncoded QAM constellations are sufficient to achieve successive refinement of D-M tradeoff.

VI. APPLICATIONS

In this section, network applications of diversity embedded codes constructed in Section IV are explored and the benefits of diversity embedded codes are illustrated. In [31], the authors applied diversity-embedded codes to wireless multicasting and quantified the achievable performance gains in terms of information rate and coverage area.

A. Network utility maximization

It is important and challenging to design a network which accommodates diverse applications as different types of traffic have very different requirements for rate, reliability and delay. For example, real-time traffic needs lower delay, but non-real time traffic is delay insensitive. Therefore, traffic types with different utility functions are encountered, some of them elastic and some inelastic, all to be provisioned over the network. Diversity embedded codes allow us to allocate the packets of different traffic types to the sub-links with appropriate rate-reliability characteristics, in a way that the traffic types match the rate-reliability pairs, so that the utilities of different traffic types can be jointly optimized. The problem of how to fully utilize the different rate-reliability characteristics at the physical layer to support different types of traffic over a network and to jointly maximize their utility by extending the current framework of Network Utility Maximization (NUM) was addressed in [32].

Basic NUM assumes that each link provides a fixed-size transmission ‘pipe’ and each user’s utility is only a function of transmission rate. When the diversity-embedded codes are brought into the NUM framework, one may think of a given link as several parallel sub-links, each with different rate and reliability levels. This provides the freedom to assign user’s traffic to different sub-links so that users can have different rates, reliabilities, and delays and we refer to this scheme as capacity division. On the other hand, priority queuing puts all the packets together but annotates them according to the degree of delay sensitivity. We also modified the basic NUM framework to incorporate the delay characteristics, in addition to rate and reliability, into the utility objective function [32]. By jointly controlling the source rates, forward error correction, and ARQ, it is possible to amplify the benefits of the new codes to delay-sensitive network applications.

The question on how to allocate the physical layer resources to a mixture of traffic types, including VoIP and data traffic, with appropriate rate-reliability characteristics so that their utility are jointly maximized
was answered in [32]. It was shown that compared with the traditional channel codes, the new diversity-embedded codes can provide higher network utilities for each traffic type *simultaneously*, with or without ARQ. This can be seen in Figure 6 where we show the tradeoff between VoIP traffic and delay insensitive data traffic. Here data traffic utility is throughput only. For capacity division, we can see the tradeoff as the capacity assigned to voice (B) varies, and for priority queueing, the tradeoff is shown as the weight of voice traffic in the objective function varies. The quality of VoIP is measured using the R-factor and the figure shows that the network with diversity-embedded codes has better tradeoff.

### B. Wireless Image Transmission with Diversity-embedded Codes

As an application of diversity embedded codes, the UEP property designed for wireless channels is used to match it with a hierarchical source coding scheme which outputs layers of bit-stream with different priorities. The SPIHT coder [38] is one such powerful image compression algorithm that produces an embedded bit stream from which the best reconstructed images in the mean square error sense can be extracted at various bit rates. However, the SPIHT source coder is not robust in that the loss of a single bit in the stream renders the rest of the bits completely useless. Therefore, when integrated with the diversity embedded code, the structure needs to be designed so that this property is taken into account.

The diversity embedded code is used as an inner code along with an outer code that is designed for a particular error probability $p$ and the overall structure is illustrated in Figure VI-B. The choice of the rate for this outer code is made by noting that given an error probability of $p$ for transmission over a $q$-ary channel, the capacity is minimum when the channel is symmetric *i.e.*,

$$C_q(p) \geq C_q^{sym}(p) = \frac{1}{T} \left[ \log(q) - H_b(p) - p \log(q - 1) \right] \text{ bpcu.}$$

The rate of the outer code can be designed to be close to $C_q^{sym}(p)$ using an iterative code designed for the
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$\textbf{Fig. 7.}$ Concatenated space-time codes along with SPIHT image encoder/decoder.

$q$-ary channel [1]. If the error probability of the inner code (which depends on the channel realization $\mathbf{H}$) exceeds $p$, an outage is declared otherwise the overall concatenated code operates reliably. This outage probability is denoted by $P_{\text{out}}$.

Assume that uniform 8-PSK signaling is used for the diversity embedded code constructed using Example 1 in Section IV-A and 16-PSK Octonion codes are used for the single-layer code. Design the outer codes with rates $R_1 = C_{\text{sym}}^{q_1}(0.1)$ and $R_2 = C_{\text{sym}}^{q_2}(0.1)$ for the first and second layers, respectively. Similarly, for the single-layer, design the outer code with rate $R_S = C_{\text{sym}}^{q_S}(0.1)$. The outage probabilities of the first layer, second layer and single layer are denoted as $P_{\text{out}}^1$, $P_{\text{out}}^2$ and $P_{\text{out}}^S$, respectively. For the diversity embedded code, assign the most important $R_1$ bits of the SPIHT encoder to layer 1 (highest diversity order layer), and correspondingly the next $R_2$ bits to layer 2. In the single-layer space-time code, $R_S$ bits of the SPIHT encoder are transmitted.

In Figure 8(d), the performance of a SPIHT image transmission over a slowly-fading channel when matched with a diversity embedded coder is illustrated and the quality of the received image is measured in terms of PSNR [26]. The performance of the single-layer coder is shown as well for comparison. Figure 8(d) shows the advantage of the diversity embedded code in terms of outage. Since $\max\{P_{\text{out}}^1, P_{\text{out}}^2\} < P_{\text{out}}^S$, this means that with probability almost 0.4, there are channels for which the single-layer coder completely fails, but the diversity embedded encoder succeeds. Moreover, the design shows that even in the regime where the single-layer scheme performs better, the difference is quite small. The PSNR results can be visualized as shown in Figure 8.

C. Rate-Delay Optimization

In this section, the delay behavior of a system integrating a rudimentary ACK/NACK feedback about the transmitted information along with space-time codes is studied. For the single-layer code, the traditional
ARQ protocol is used wherein if a packet is in error, it is re-transmitted. For the diversity embedded code, since different parts of the information receive unequal error protection, an alternative use of the ARQ can be envisaged. For two diversity levels, assume that ACK/NACK is received separately for each diversity layer. The proposed mechanism is illustrated in Figure 9. The information is sent along two streams, one on the higher-diversity level and the other on the lower-diversity level. If the packet on the higher-diversity level goes through but the lower-diversity level fails, then in the next transmission, the failed packet is sent on the higher-diversity level and therefore receives a higher “priority”. Therefore, the lower-priority packet opportunistically rides along with the higher-priority packet thereby reducing the delay.

Assume a stochastic arrival of packets to be delivered at the encoder. We have an exponential inter-
arrival time point process carrying an input packet to be delivered with each arrival. The average arrival rate of the packets is set to be 95% of the average throughput of the full-diversity single-layer Octonion code. For such an arrival process, the impact of the ARQ mechanism (Figure 11) is illustrated in Figure 9 with comparison to single-layer schemes. In Figure 11, both the single-layer and the diversity embedded code are transmitted using the same transmit 8-PSK alphabet. Assuming a packet size of 243 bits is the Octonion code is used for the single-layer and the code from Example 1 in Section IV-A is used for the diversity embedded transmission.

Figure 11(b) illustrates the delay histogram for these schemes at an SNR of 19dB which shows that the delay histogram is also much better for diversity embedded codes as compared to the single-layer codes. The transmission delay for diversity embedded codes is larger, since the average time it takes to transmit one packet is larger than the single-layer codes. This disadvantage is compensated for by much better queuing delay characteristics as seen in Figure 11(d) resulting in a lower total average delay, as seen in Figure 11(a).

D. Coverage Extension

As seen in Section VI-B, it is possible to combine diversity embedded codes with an application that gives a prioritized bit stream. In this section, this functionality is examined in terms of coverage of a base-station for such applications. For simplicity, we consider a channel with only path loss and the potential range extension obtained by partial data delivery is examined. Assume a simplified path loss model where the attenuation (in dB) is given by

$$10 \log_{10} \left( \frac{P_r}{P_t} \right) = K \ (dB) - 10 \gamma \log_{10} \left( \frac{d}{d_0} \right)$$  \hspace{1cm} (59)$$

where K depends on the channel attenuation, \(d_0\) is a reference distance, and \(\gamma\) is the path loss exponent.

For illustration, consider \(M_t = 2 = T\) and 8-PSK constellation and the Alamouti code with \(R_S = 2.46\) for the single layer. The outer codes for the diversity-embedded code are of rates \(R_1 = 0.27\), \(R_2 = 0.51\) and \(R_3 = 1.39\) respectively. For a particular choice of codeword design, the received SNR (\(SNR_{rx}\)) for which the different layers can be decoded is given in the table below. Correspondingly at a received SNR of 14.4 dB, the single-layer code with information rate \(R_S = 2.46\) is decodable.
Fig. 10. Coverage increase for diversity embedded code for partial data delivery. The outermost two disks are the coverage areas for delivery of $R_1$, $R_2$ respectively. The innermost disk is the coverage area for $R_3$.

<table>
<thead>
<tr>
<th>$R$ (bits/tx)</th>
<th>0.27</th>
<th>0.508</th>
<th>1.385</th>
</tr>
</thead>
<tbody>
<tr>
<td>$SNR_{r_2}$ (dB)</td>
<td>12.4</td>
<td>13.2</td>
<td>15.2</td>
</tr>
</tbody>
</table>

These results can be translated to range increases by using the path loss model given in (59). In Figure 10, an outdoor propagation model with $\gamma = 3$ is used, for a base-station transmitting at 50W, with $d_0 = 100m$. Given these parameters, for a partial delivery of $R_1 = 0.27$ bits, it is possible to get a range increase of 17% over a single-layer code operating at $R_S = 2.46$ bits. The range increase for partial delivery of $R_1 + R_2 = 0.77$ bits over the single-layer code is 9.5%. Therefore, diversity embedded codes can improve the coverage distance of a base-station if an application can allow partial data delivery.

VII. DISCUSSION

Many fundamental questions about diversity embedded codes still remain open. Characterization of optimal performance for general MIMO ISI channels, both for alphabet constrained as well as information theoretic rate growth codes is still unknown. Therefore optimal code construction for the general case remains to be found. Besides the theoretical questions, we believe that many more applications of this paradigm are yet to be discovered.
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Fig. 11. Delay comparison of diversity embedded codes with single layer codes when used with ARQ. In the figures, the transmission alphabet is fixed to be 8-PSK.


