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Abstract

In this work we analyze the average guesswork for the problem of hashed passwords cracking (i.e., finding a password that has the same hash value as the actual password). We focus on the following two cases: Averaging over all strategies of guessing passwords one by one for any hash function that has effective distribution (i.e., the fraction of mappings to any bin) which is i.i.d. Bernoulli($p$), and averaging over all hash functions whose effective distribution is i.i.d. Bernoulli($p$) for any strategy of guessing passwords one by one.

For the case where the hash function is adaptively modified based on the passwords of the users we first find the average guesswork across users when the number of bins is $2^m$ and the number of users equals $2^{H(s) \cdot m - 1}$, where $1/2 \leq s \leq 1$ and $m \gg 1$. It turns out that the average guesswork increases (as a function of $m$) at rate that is equal to $H(s) + D(s||p)$ when $1/2 \leq s \leq 1$, and $2 \cdot H(p) + D(1 - p||p) - H(s)$ when $1/2 \leq s \leq (1 - p)$. We then show that the average guesswork of guessing a password that is mapped to any of the assigned bins (an offline attack) grows like $2^{D(s||p) \cdot m}$. We also analyze the effect of choosing biased passwords on the average guesswork and characterize the region in which the average guesswork is dominated by the guesswork of a password as well as the region in which the average guesswork is dominated by the above results. Moreover, we provide a concentration result that shows that the probability mass function of the guesswork is concentrated around its mean value.

We also analyze the more prevalent case in which hash functions can not be modified based on the passwords of the users (i.e., users are mapped to bins randomly). We derive a lower and an upper bounds for the average guesswork both under offline and online attacks and show that the rate at which it increases under offline attacks is upper bounded by $D(s||p)$, and lower bounded by $D(1 - s||p)$ when $1 - p \leq s \leq 1$ as well as 0 for $1/2 \leq s \leq 1 - p$, whereas under an online attack the rate is upper bounded by $H(s) + D(s||p)$ when $1 - p \leq s \leq 1$, and $2 \cdot H(p) + D(1 - p||p) - H(s)$ when $1/2 \leq s \leq (1 - p)$, and lower bounded by $H(s) + D(1 - s||p)$. In addition, we show that the most likely average guesswork when passwords are drawn uniformly increases at rate $H(p) - H(s)$ under an offline attack and at rate $H(p)$ when cracking the password of any user. These results give quantifiable bounds for the effect of bias as well as the number of users on the average guesswork of a hash function, and show that increasing the number of users has a far worse effect than bias in terms of the average guesswork.

Furthermore, we show that under online attacks the average guesswork is upper bounded by $H(s) + D(s||p)$ when $1 - p \leq s \leq 1$, and $2 \cdot H(p) + D(1 - p||p) - H(s)$ when $1/2 \leq s \leq (1 - p)$, and lower bounded by $H(s) + D(1 - s||p)$.

For keyed hash functions (i.e., strongly universal sets of hash functions) we show that when the number of users is $2^{m-1}$ and the hash function is adaptively modified based on the passwords of the users, the size of a uniform key required to achieve an average guesswork $2^m$, $\alpha > 1$, is $\alpha$ times larger than the size of a key that is drawn Bernoulli($p_0$) that achieves the same average guesswork, where $p_0$ satisfies the equality $1 + D(1/2||p_0) = \alpha$.

Finally, we present a “backdoor” procedure that enables to modify a hash function efficiently without compromising the average guesswork. This work relies on the observation that when the mappings (or the key) of a hash function are biased, and the passwords of the users are mapped to the least likely bins, the average guesswork increases significantly.

I. INTRODUCTION

A password is a means of protecting information by allowing access only to an authorized user who knows it. A system that provides services to multiple users, usually stores their passwords on a server; the system accesses the passwords stored on the server in order to validate a password that is provided by a user. Protecting passwords that are stored on a server is extremely important since servers are likely to be attacked by hackers; once a server is successfully attacked, all user accounts are compromised when the passwords are not properly protected, [1], [2] (e.g., if the passwords are stored in plain-text, then once
the server is hacked the attacker gets a hold of all passwords that are stored on it, and therefore can break into any account).

The most prevalent method of protecting passwords on a server is using one-way hash functions which can be computed easily but can not be inverted easily [3], [4], [5], [1], [2]. Essentially, cryptographic hash functions are the “workhorses of modern cryptography” [6] and enable, among other uses, to securely protect passwords against offline attacks. Hashing has many applications in various fields such as compression [7], search problems [8], as well as cryptography [9]. When it comes to message authentication codes (MAC) [10] it is meaningful to consider keyed hash functions. Keyed hash functions can be viewed as a set of hash functions, where the actual function which is used is determined by the value assigned to the key which is a secret [11]. A practical keyed hash functions that enable to securely use off-the-shelf computationally secured hash functions, is a keyed-hash message authentication code (HMAC) [10].

The two main scenarios of passwords cracking are online guessing attack and offline attack [2]. In online guessing attack an attacker tries to login under a certain user name by guessing passwords one by one until he finds a password that is hashed to the same value as the original password. Offline attack occurs when an attacker gets a hold of the hashed passwords stored on the server; for any hash value that is stored on the server, the attacker searches for a password that is hashed to it.

In this work we derive the average guesswork for passwords cracking in both online and offline attacks. Guesswork is the number of attempts required to guess a secret. The guesswork is a random variable whose probability mass function depends on the statistical profile according to which a secret is chosen, along with the strategy used for guessing. It was first introduced and analyzed by Massey [12] who lower bounded the average guesswork by the Shannon entropy. Arikan showed that the rate at which any moment of the guesswork increases is actually equal to the Renyi entropy [13], and is larger than the Shannon entropy unless the secret is uniformly distributed in which case both are equal. Guesswork has been analyzed in many other scenarios such as guessing up to a certain level of distortion [14], guessing under source uncertainty with and without side information [15], [16], using guesswork to lower bound the complexity of sequential decoding [13], guesswork for Markov chains [17], guesswork for multi-user systems [18] as well as guesswork for the Shannon cipher system [19].

A hash function is a mapping from a larger domain to a smaller range, and therefore in this work we consider a slightly different version of guesswork in which an attacker should guess a password that has the same hash value as the original password, and not necessarily the password. The problem that we consider, the tools that we use for analysis, and the theoretical results are all very different from the ones in [14] where guessing with distortion is considered, because in [14] a single-letter distortion measure is considered, whereas in our problem a single letter-distortion measure can not capture the event of success in passwords cracking for every hash function. Furthermore, in [19] the authors analyze the guesswork of the Shannon cipher system with a guessing wiretapper. In this case the attacker captures a cryptogram, which is a function over a key and a message; the attacker tries to guess the message, which is protected by the cipher system. The main difference between this setting and our problem lies in the fact that the cryptogram is invertible, whereas a keyed hash function is not invertible. This in turn requires different analytical approach and leads to different results. Moreover, in [20] the Shannon cipher system is analyzed for the case where the attacker produces a list of possible messages, and secrecy is measured by the minimum distortion over the entire list; however, in their work the authors consider a single-letter distortion measure, which does not capture our problem.

We derive the average guesswork for two scenarios: The average guesswork for any hash function given the fractions of mappings to every bin, and the average guesswork of a keyed hash function when the key is independent and identically distributed (i.i.d.) Bernoulli(p), where 0 < p < 1/2. In both cases we assume that the number of users is smaller than the number of bins, and we consider both the case when the hash function or the key can be adaptively modified according to the passwords of the users (i.e., a procedure decides which bin is allocated to which user, and modifies the hash function such that the password of the user is mapped to this bin), and the case when the hash function can not be adaptively modified according to the passwords. Note that the procedure of modifying a hash function is not as hard
as cracking the passwords (and as a result breaking the hash function); in fact, we present in this paper a “backdoor” mechanism that enables to modify a hash function efficiently without decreasing the average guesswork, as long as the number of users is not significantly larger than the number of bins.

We show that when a hash function can be adaptively modified according to the passwords, the more “unbalanced” the hash function is, the larger is the average guesswork (i.e., for a balanced hash function the fraction of mappings to each bin is identical; the smaller the fraction of mappings to a certain subset of bins is, the more “unbalanced” the hash function becomes). The underlying idea behind this result is that when the fraction of mappings to a bin is small, it is much harder to find a password that is mapped to this bin (since there is a small number of mappings to this bin). Therefore, when users are coupled to the subset of bins which are least likely, the average guesswork increases compared to the case where a hash function is balanced. This result holds under the assumption that either the attacker does not know the actual hash function (he may know the fractions of mappings to each bin), or alternatively when considering keyed hash functions, that he does not know the key (but may know the probability mass function according to which the key is drawn).

For example, when the fraction of mappings to a certain bin equals 1/100, the average guesswork of finding a password that is mapped to this bin grows like 100\(m\), where \(m \gg 1\) is the size of the output of the hash function (the size of the bins); where the average is over all strategies of guessing passwords one by one. When a user is assigned to this bin, the average guesswork required to crack his password also grows like 100\(m\). This term is significantly larger than the average guesswork of any user when the hash function is balanced in which case the average guesswork grows like 2\(m\).

Another motivation for adapting a hash function according to the passwords, is in case a service (e.g., a bank) that has multiple user accounts (e.g., checking accounts), stores hashed passwords on an online server. However, this service provides stronger protection to some of its users (e.g., customers who have very large bank accounts). A regular user chooses his own password which is hashed; whereas a “premium” user receives a security token that contains a password (that may change over time), such that this password is mapped to one of the least likely bins by some “backdoor” procedure.

Furthermore, for the case when hash functions can not be adaptively modified, we provide expressions that enable to quantify the effect of bias and the number of users on the average guesswork. It turns out that increasing the number of users has a far worse effect than bias in terms of the average guesswork.

The first main result in this paper is the derivation of the average guesswork when either averaging over all strategies of guessing passwords one by one for any hash function that has effective distribution (i.e., the fraction of mappings to any bin, which is the number of inputs that are mapped to a bin divided by the total number of inputs) which is i.i.d. Bernoulli\((p)\), or averaging over all hash functions whose effective distribution is i.i.d. Bernoulli\((p)\) for any strategy of guessing passwords one by one; and assuming that the passwords of the users are mapped to the least likely bins, that is, the bins that have the smallest fractions of mappings. While the attacker may know the fractions of mappings (i.e., the statistical profile of the mappings), we assume that he does not know the actual mappings. Based on this assumption we show that when passwords are drawn uniformly, the number of users is \(\lfloor 2^m H(s) \rfloor\) where \(1/2 \leq s \leq 1\), and \(m \gg 1\) is the size of the output of the hash function, the average guesswork increases at rate (as a function of \(m\)) that is equal to \(H(s) + D(s||p)\) when \((1-p) \leq s \leq 1\), and \(2 \cdot H(p) + D(1-p||p) - H(s)\) when \(1/2 \leq s \leq (1-p)\), where \(D(\cdot||\cdot)\) is the Kullback-Leibler divergence, and \(H(\cdot)\) is the binary Shannon entropy \([7]\). Furthermore, we also analyze the effect of choosing biased passwords on the average guesswork and characterize the region in which the average guesswork is dominated by the guesswork of a biased password as well as the region in which the average guesswork is dominated by the above results. Furthermore, when considering an offline attack in which the attacker obtains the hash values that are stored on the server, we show that the average guesswork of the event where the attacker finds a password that is mapped to any of the hash values stored on the server, grows like \(2^{D(s||p)\cdot m}\).

Note that as \(p\) decreases (i.e., the hash function is more biased), the average guesswork increases at a higher rate; in fact this rate is an unbounded monotonically increasing function of \((1-p)\). However, the minimal size of the input required to achieve this average guesswork is equal to \(\log(1/p) \cdot m\). Hence, as
\( p \) decreases, the size of the input required to achieve the average guesswork above also increases.

The second main result in this paper deals with the more prevalent case in which a hash function can not be adaptively modified according to the passwords of the users. We derive lower and upper bounds for the average guesswork for this case under both offline and online attacks. We show that under offline attacks the rate at which the average guesswork increases is upper bounded by \( D(s \| p) \) (the rate of the average guesswork when hash functions are adaptively modified), and lower bounded by \( D(1 - s \| p) \) when \( 1 - p \leq s \leq 1 \) as well as 0 for \( 1/2 \leq s \leq 1 - p \). In addition to these bounds we also find the most likely average guesswork when passwords are drawn uniformly and show that it increases at rate \( H(p) - H(s) \). Furthermore, we show that under online attacks the average guesswork is upper bounded by \( S + D(s \| p) \) when \( (1 - p) \leq s \leq 1 \), and \( 2 \cdot H(p + D((1 - p) \| p) - H(s) \) when \( 1/2 \leq s \leq (1 - p) \), and lower bounded by \( H(s) + D(1 - s \| p) \), whereas the most likely average guesswork increases at rate \( H(p) \). These results give quantifiable bounds for the effect of bias as well as the number of users on the average guesswork of a hash function. Interestingly enough, it turns out that the effect of bias on the average guesswork is far less significant than the effect of increasing the number of users.

Furthermore, we provide a concentration result that holds either when passwords can or can not be adaptively modified. In the case where hash functions can be modified adaptively we show that the probability of drawing a strategy for which the average number of guesses is smaller than \( 2^{(H(s) + D(s \| p)) \cdot m} \) for any hash function whose effective distribution is i.i.d. Bernoulli\( (p) \), vanishes exponentially as a function of \( m \); this result also holds in the case when considering the fraction of hash functions for which the average guesswork is smaller than \( 2^{(H(s) + D(s \| p)) \cdot m} \) for any strategy of guessing passwords. Note that \( H(s) + D(s \| p) \) is smaller than \( 2 \cdot H(p + D((1 - p) \| p) - H(s) \) in the range \( 1/2 \leq s \leq (1 - p) \). A similar result holds for the case where hash functions can not be modified, as shown in the paper.

The third main result in this paper is related to strongly universal sets of hash functions [11]. In this case we consider the interplay between three elements that determine the performance of a keyed hash function: The average guesswork, the size of the key, and the number of users. When the number of users is \( \lfloor 2^{m-1} \rfloor \), and the average guesswork is \( 2^{\alpha \cdot m} \) where \( \alpha > 1 \), the size of a uniform key has to be \( \alpha \) times larger than the size of a key that is drawn Bernoulli\( (p_0) \) such that \( 1 + D(1/2 \| p_0) = \alpha \).

The result above shows that the size of a biased key required to achieve an average guesswork of \( 2^{\alpha \cdot m} \) is \( \alpha \) times smaller than the size of a uniform key that achieves the same average guesswork for the same number of users. This surprising result stems from the fact that the users are “beamformed” to the least likely bins (i.e., the passwords of the users, are mapped to the least likely bins), and therefore the system can utilize the bias of the key in order to achieve the same average guesswork with a shorter biased key.

The paper is organized as follows. We begin in Section II with background and basic definitions. The problem setting is presented in Section III followed by the main results in Section IV. In Section V we derive the average guesswork for keyed hash functions, and in Section VI we show that a shorter biased key can achieve the same average guesswork as a longer uniform key. In Section VII we analyze the average guesswork for any hash function when the hash functions are adaptively modified, and finally in Section VIII we bound the average guesswork for the case where the hash functions can not be modified.

## II. BACKGROUND AND BASIC DEFINITIONS

In this section we present basic definitions and results in the literature that we use throughout the paper.

### A. Guesswork

Consider the following game: Bob draws a sample \( x \) from a random variable \( X \), and an attacker Alice who does not know \( x \) but knows the probability mass function \( P_X(\cdot) \), tries to guess it. An oracle tells Alice whether her guess is right or wrong.

The number of guesses it takes Alice to guess \( x \) successfully is a random variable \( G(X) \) (which is termed guesswork) that takes only positive integer values. The optimal strategy of guessing \( X \) that
minimizes all non negative moments of \( G(X) \)
\[
E(G(X)^\rho) = \sum_{x \in X} G(x)^\rho \cdot P_X(x) \quad \rho \geq 0
\]  
(1)
is guessing elements in \( X \) based on their probabilities in descending order [12], [13], such that \( G(x) < G(x') \) implies \( p_X(x) > p_X(x') \), i.e. a dictionary attack [21]; where \( G(x) \) is the number of guesses after which the attacker guesses \( x \). In this paper we analyze the optimal guesswork and therefore with slight abuse of notations we define \( G(X) \) to be the optimal guesswork.

It has been shown that \( E(G(X)^\rho) \) is dictated by the Renyi entropy [13]
\[
H_{\frac{1}{1+\rho}}(P_X(x)) = \frac{1}{\rho} \log_2 \left( \left( \sum_x P(x)^{1+\rho} \right)^{1+\rho} \right).
\]  
(2)

For example, when drawing a random vector \( X \) of length \( k \), which is independent and identically distributed (i.i.d.) with distribution \( P = [p_1, \ldots, p_M] \), the exponential growth rate of the average guesswork scales according to the Renyi entropy \( H_\alpha(X) \) with parameter \( \alpha = 1/2 \) [13]:
\[
\lim_{k \to \infty} \frac{1}{k} \log_2 (E(G(X))) = H_{1/2}(P) = 2 \cdot \log_2 \left( \sum_i p_i^{1/2} \right)
\]  
(3)
where \( H_{1/2}(P) \geq H(P) = - \sum_{x \in X} p(x) \log(p(x)) \) which is the Shannon entropy, with equality only for the uniform probability mass function. Furthermore, for any \( \rho \geq 0 \)
\[
\lim_{k \to \infty} \frac{1}{k} \log_2 (E(G(X)^\rho)) = \rho \cdot H_{\frac{1}{1+\rho}}(P).
\]  
(4)
The definition of guesswork was also extended to the case where the attacker has a side information \( Y \) available [13]. In this case the average guesswork for \( Y = y \) is defined as \( G(X|Y = y) \), and the \( \rho \)th moment of \( G(X|Y) \) is
\[
E(G(X|Y)^\rho) = \sum_y E(G(X|Y = y)^\rho) \cdot p_Y(y).
\]  
(5)
Arikan [13] has bounded the \( \rho \)th moment of the optimal guesswork, \( G(X|Y) \), by
\[
(1 + \ln(M))^{-\rho} \sum_y \left( \sum_x P_{X,Y}(x, y)^{1+\rho} \right)^{1+\rho} \leq E(G(X|Y)^\rho) \leq \sum_y \left( \sum_x P_{X,Y}(x, y)^{1+\rho} \right)^{1+\rho}
\]  
(6)
where \( M = |X| \) is the cardinality of \( X \). Furthermore, in [13] it has been shown that when \( X \) and \( Y \) are identically and independently distributed (i.i.d.), the exponential growth rate of the optimal guesswork is
\[
\lim_{k \to \infty} \frac{1}{k} \log_2 (E(G^*(X|Y)^\rho)) = \rho \cdot H_{\frac{1}{1+\rho}}(P_{X,Y}(x, y))
\]  
(7)
where \( m \) is the size of \( X \) and \( Y \), and
\[
H_{\frac{1}{1+\rho}}(P_{X,Y}(x, y)) = \frac{1}{\rho} \log_2 \left( \sum_y \left( \sum_x P(x, y)^{1+\rho} \right)^{1+\rho} \right)
\]  
(8)
is Renyi’s conditional entropy of order \( \frac{1}{1+\rho} \) [13].
B. Hash Functions and Strongly Universal Sets of Hash Functions

A hash function, \( H(\cdot) \), is a mapping from a larger domain \( A \) to a smaller range \( B \). In this work we assume that the input is of size \( n \) bits whereas the output is \( m \) bits long, where \( n > m \). We term the output of a hash function bin which is denoted by \( b \). For the analysis of the average guesswork for any hash function, we define the fractions of mappings to any bin; we use the following definition throughout the paper.

**Definition 1** (Fractions of mappings of a hash function). Consider a hash function with an input of size \( n \) and an output of size \( m \), where \( n > m \). The pattern of the hash function is defined as follows

\[
P_H(b) = \frac{1}{2^n} \sum_{i=1}^{2^n} \mathbb{1}_b(i) \quad b \in \{1, \ldots, 2^m\}
\]

where \( \mathbb{1}_b(x) = \begin{cases} 1 & x = b \\ 0 & x \neq b \end{cases} \). Thus, \( P_H(b) \) is the ratio between the number of mappings to \( b \), and the total number of mappings.

**Definition 2.** A \( P_H(b) \)-hash function is a hash function whose fractions of mappings are equal to \( P_H(b) \), \( b \in \{1, \ldots, 2^m\} \).

A Keyed hash function is a set of hash functions, where the actual hash function being used is determined by the value assigned to the key. An idealized version of keyed hash functions is *strongly universal set of hash functions* [11] which is essentially the set of all hash functions with an input of size \( n \) bits and an output of size \( m \) bits. Therefore, it can be defined as the set \( \{H_{f(k)}(\cdot)\} \), where \( k \) is a key of size \( m \cdot 2^n \), \( f(k) \) is a bijection, and \( \{H_i(\cdot)\}, i \in \{1, \ldots, m \cdot 2^n\} \), is the set of all possible mappings. \[\]

In this work, when considering biased keys we assume the mapping \( g(k) \) which is defined as follows. First, we break the key into \( 2^n \) segments of size \( m \) such that

\[
k = \{k_1, \ldots, k_{2^n}\}.
\]

Then, we state that

\[
H_{g(k)}(i) = k_i \quad i \in \{1, \ldots, 2^n\}.
\]

Figure 1 illustrates the definition presented above for \( g(k) \).

---

1Note that a strongly universal set of hash functions is also used for compression and termed random binning [7].
Remark 1. Note that the mapping defined in equations (10), (11) from the set of keys to the set of all possible hash functions, is a strongly universal set of hash functions. Any other mapping that is a bijection from the set of keys to the set of all possible hash function also constitutes a strongly universal set of hash functions. Essentially, in section VII we show that this mapping along with a biased key achieves better performance than an unbiased key with any mapping that is a bijection (see Corollary 8 for the average guesswork of an unbiased key and any mapping that is a bijection). A biased key with other mappings may also lead to better performance than the one achieved with an unbiased key; however, we have been able to quantify the average guesswork for the mapping defined in equations (10), (11).

We now define another set of keyed hash functions which we use in Subsection IV-A, that relies on Definition 1.

Definition 3. The \( P_H (b) \)-set of hash functions is all hash functions for which the fractions of mappings equal \( P_H (b) \) as given in Definition 1; that is, these hash functions are identical up to a permutation.

C. Method of Types

In this paper we analyze the guesswork of biased keys based on the method of types [7]. Assume a binary vector \( X \) of size \( m \) which is drawn i.i.d. Bernoulli\((p)\). The realization \( x \) is of type \( q \) in case \( N(1|x)/m = q \) where \( N(1|x) \) is the number of occurrences of the number 1 in the binary vector \( x \).

The first result is related to the probability of drawing a type \( q \) when the underlying probability is Bernoulli\((p)\).

Lemma 1 ([7] Theorem 11.1.2). The probability \( Q(q) = P(N(1|x)/m = q) \) which is the probability that \( x \) is of type \( q \), is equal to
\[
Q(q) = 2^{-m(H(q) + D(q||p))}
\]
where \( D(q||p) = \sum_i q_i \log (q_i/p_i) \) is the Kullback-Leibler divergence [7].

The next lemma bounds the number of elements for each type.

Lemma 2 ([7] Theorem 11.1.3). The number of elements for which \( N(1|x)/m = q \) is bounded by the following terms
\[
\frac{1}{(m+1)^2} \cdot 2^{m-H(q)} \leq |N(1|x) = q| \leq 2^{m-H(q)}.
\]

III. Problem Setting

In this section we define the problem and the attack model, we extend the definition of average guesswork to the case of cracking passwords, and define the process of modifying a hash function.

The following definitions address the way passwords are stored in the system, and how access to the system is granted.

Definition 4. We define the method according to which the system stores passwords.
- There are \( M \) users registered in the system.
- In order to access the system a user provides his user name and password.
- The system does not store the passwords, but rather stores the user names and the hashed values of the passwords.
- The system hashes the password with either a hash function or the strongly universal set of hash functions (a keyed hash function) defined in subsection IV-A equations (10), (11).

Definition 5. The following protocol grants a user access.
- The user sends its user name to the system.
- The system pulls up the bin value which is coupled with this user name.
• The user types a password; the system hashes the password; if the hashed value matches the bin from the previous bullet, then access is granted.

Next, we define the attack models.

**Definition 6** (An online Attack). We begin by defining the attack model when the system uses any hash function.

- The attacker does not know what the hash function is; he may know the fractions of mappings given in Definition 7 but he does not know the actual mappings.
- The attacker does not know the passwords of the users; he also does not know the bins that are stored on the system.
- The attacker can guess the passwords one by one; he can choose any strategy for guessing the passwords.
- The attacker chooses a user name and then guesses passwords one by one. If the hash value to which the password is mapped does not match the bin, then he is not allowed to access the system; once the attacker guesses a password that is mapped to the bin coupled with the user name, he can access the system.

In the case when the system uses the universal set of hash functions defined in subsection II-B equations (10), (11), we make two additional assumptions: The key is drawn i.i.d. Bernoulli(p); and the attacker knows the distribution according to which the key is drawn, but he does not know the actual realization of the key.

Figure 2 presents the setting of the problem presented above.

![Figure 2](image)

Figure 2. The user/attacker enters a user name and a password. The server hashes the password with a hash function, and compares its output to the value that is stored on the server for the user name that was entered. When the values match access is granted; otherwise access is denied.

**Definition 7** (An offline attack). Assume that the attacker knows the bins that are stored on the system; yet he does not know the passwords, and the hash function that the system uses (or the key when the system uses a keyed hash function). Other than that, the attack model is identical to the one in Definition 6.

We now define the average guesswork for passwords cracking.

**Definition 8** (The guesswork for cracking a certain bin). The guesswork for cracking a bin $b$, denoted by $G(b)$, is the number of guesses required to find a password which is mapped to bin $b$ (i.e., not necessarily the password of the user).

**Definition 9.** Assume that the number of users $M \leq 2^m$. The attacker draws a user out of the $M$ users, according to a uniform probability mass function. The average guesswork across all users is

$$E(G_T(B)) = \frac{1}{M} \sum_{b \in B} E(G(b))$$

(14)
where $G(\cdot)$ is the guesswork as a function of the bin as given in Definition 8 and $B$ is the set of $M$ bins to which the passwords of the $M$ users are mapped (i.e., $|B| = M$).

**Definition 10 (Averaging Arguments).** The guesswork of any $P_H(b)$-hash function is averaged over all possible strategies of guessing passwords one by one, whereas the guesswork of the $P_H(b)$-set of hash functions is averaged over all elements in the set for any strategy of guessing passwords. In both cases we assume that the average is performed over a uniform distribution. On the other hand, in this work the guesswork of a universal set of hash functions is averaged over its key which may be biased (e.g., a key that is i.i.d. Bernoulli$(p)$).

We now define a method for allocating bins when bins allocation is in order.

**Definition 11 (bin allocation).** Assume that the number of users $M \leq 2^m$, the bin allocation method is defined as follows. For each user a procedure allocates a different bin $b \in \{1, \ldots, 2^m\}$ according to the following method: The first user receives the least likely bin (i.e., when considering any hash function, this is the bin that has the smallest fraction of mappings; when considering a universal set of hash functions, this is the all ones bin), the second user receives the second least likely bin, whereas the last user receives the $M$th least likely bin.

Three remarks regarding bins allocation are in order.

**Remark 2.** In Definition 15 and Definition 13 we present a “backdoor” mechanism that efficiently implements the bins allocation procedure presented in Definition 17 without decreasing the average guesswork.

**Remark 3.** In Definition 17 we state that when two users have different passwords, they are mapped to different bins. In general, this is required in order for the backdoor mechanism discussed in remark 2 not to decrease the average guesswork.

**Remark 4.** Mapping passwords to the least likely bins, either based on the fractions of mappings or on the distribution of the key when considering a keyed hash function, is essential for using bias to increase the average guesswork.

### IV. Main Results

In this section we present the main results on the average guesswork both for any hash function and keyed hash functions.

**A. The First Main Result: The Average Guesswork of any $P_H(b)$-hash function as well as the $P_H(b)$-set of hash functions when hash functions can be adaptively modified**

In this subsection we derive the average guesswork for any $P_H(b)$-hash function as well as for the $P_H(b)$-set of hash functions when bins are allocated to the users. We begin by finding the average guesswork across users under an online attack when the passwords are drawn uniformly, followed by a concentration result. We then present the effect of choosing passwords non-uniformly on the average guesswork. Finally, we consider an offline attack in which the attacker tries to find a password that is mapped to any of the assigned bins.

First, we derive the rate at which the average guesswork increases, when the fractions of mappings are i.i.d. Bernoulli$(p)$.

**Theorem 1 (An online attack).** Under the following assumptions.

- The attacker does not know the mappings of the hash function.
- Bins are allocated as in Definition 15 to $M = 2^{H(s)m-1}$ users, where $1/2 \leq s \leq 1$.
- The fractions of mappings given in Definition 1 $P_H(b)$, represent drawing $m$ bits i.i.d. Bernoulli$(p)$, $p \leq 1/2$. 

The following concentration result holds for all users when considering either any two of users is $2^{H(s) - m - 1}$ and so the larger $s$ is, the smaller the number of users is. Hence, $s = 1/2$ represents the largest number of users, whereas $s = 1$ represents the smallest number of users. For $1/2 < s < (1 - p)$ the average guesswork is equal to $2 \cdot H(p) + D(1 - p\|p) - H(s)$, and for $(1 - p) \leq s \leq 1$ the average guesswork equals $H(s) + D(s\|p)$. Note that for $p = 1/2$ the average guesswork increases at rate that equals 0 regardless of the number of users, whereas as $p$ decreases the rate of the average guesswork increases.

\[ n \geq (1 + \epsilon) \cdot m \cdot (\log (1/p) + H(s)) \text{ where } \epsilon > 0. \]

The average guesswork of any $P_H(b)$-hash function as well as the $P_H(b)$-set of hash functions, when averaged in accordance with Definition 7 is equal to

\[
\lim_{m \to \infty} \frac{1}{m} \log (E(G_T(B))) = \begin{cases} 
H(s) + D(s\|p) & (1 - p) \leq s \leq 1 \\
2 \cdot H(p) + D(1 - p\|p) - H(s) & 1/2 \leq s \leq (1 - p)
\end{cases}
\]

(15)

Proof: The full proof appears in Section VII. Figure 3 illustrates the above result.

**Theorem 2 (An online attack).** Under the following assumptions.

- The attacker does not know the mappings of the hash function.
- There are $M = 2^{H(s) - m - 1}$ users, $1/2 \leq s \leq 1$, to which bins are allocated according to Definition 5.
- $P_H(b)$ represents drawing $m$ bits i.i.d. Bernoulli($p$), $p \leq 1/2$.
- $n \geq (1 + \epsilon) \cdot m \cdot (\log (1/p) + H(s))$ where $\epsilon > 0$.

The following concentration result holds for all users when considering either any $P_H(b)$-hash function or the $P_H(b)$-set of hash functions

\[ -\lim_{m \to \infty} \frac{1}{m} \log \left( P \left( G(b) \leq 2^{(1-\epsilon_1) \cdot (H(s) + D(s\|p) \cdot m)} \right) \right) \geq \epsilon_1 \cdot \log (1/p) \quad \forall b \in B \]

(16)

where $0 < \epsilon_1 < 1$.

Proof: The proof is in Section VII. Figure 4 illustrates the intuition behind the above results.

**Remark 5.** From Theorem 2 we can state that for any user and any $P_H(b)$-hash function, the fraction of strategies of guessing passwords one by one, for which the number of guesses is smaller than $2^{(1-\epsilon_1) \cdot (H(s) + D(s\|p) \cdot m)}$, decreases like $2^{-\epsilon_1 \cdot \log (1/p) \cdot m}$. Also note that $H(s) + D(s\|p) \leq 2 \cdot H(p) + D(1 - p\|p)$.
Figure 4. Due to unbalance, there is only one mapping from the set of inputs to the solid black bin \( \bar{b} \) (the solid black line). Hence, the average number of guesses required to find a password that is mapped to it, is larger than the average number of guesses of the other bins, that is, the average guesswork of \( \bar{b} \) is larger than the average guesswork of the others.

\( H(s) \) in the range \( \frac{1}{2} \leq s \leq 1 - p \). Furthermore, for the \( P_H(b) \)-set of hash functions the fraction of \( P_H(b) \)-hash functions for which the number of guesses is smaller than \( 2^{(1-\epsilon_1)\cdot (H(s) + D(s||p)) \cdot m} \) also decreases like \( 2^{-\epsilon_1 \log(1/p) \cdot m} \) for any user when considering any strategy of guessing passwords one by one.

The next corollary presents the effect of a biased password on the average guesswork. We consider the case where passwords are drawn i.i.d. Bernoulli(\( q \)). Based on the concentration result of Theorem 2, we characterize a region in which the guesswork of Theorem 1 dominates the average guesswork, as well as another region in which the average guesswork of a password (3) is the dominant one. Since in this case the optimal strategy is guessing passwords based on their probabilities in descending order \([13]\), the optimal average guesswork should be averaged over the \( P_H(b) \)-set of hash functions for this strategy (i.e., not over all possible strategies of guessing passwords).

**Corollary 1 (Biased passwords).** Under the following assumptions.

- The attacker does not know the mappings of the hash function.
- Bins are allocated as in Definition 15 to \( M = 2^{H(s) \cdot m - 1} \) users, where \( 1/2 \leq s \leq 1 \); however, unlike Definition 15 here the passwords are drawn i.i.d. Bernoulli(\( \theta \)), where \( 0 < \theta < 1/2 \).
- \( P_H(b) \) represents drawing \( m \) bits i.i.d. Bernoulli(\( p \)), \( p \leq 1/2 \).
- \( n \geq (1 + \epsilon) \cdot m \cdot (\log (1/p) + H(s)) \) where \( \epsilon > 0 \).

When passwords are guessed based on their probabilities in descending order, the average guesswork of a user who is mapped to bin \( b \in B \), averaged over the \( P_H(b) \)-set of hash functions in accordance with Definition 10, is equal to

\[
\lim_{m \to \infty} \frac{1}{m} \log (E(G(b))) = \begin{cases} 
\frac{m}{m} H_{1/2}(\theta) & \text{if } \frac{m}{m} H(\theta) > H(q(b)) + D(q(b)||p) \\
2 \cdot \frac{m}{m} H(q(b)) + D(q(b)||p) & \text{if } \frac{m}{m} H(\theta) < H(q(b)) + D(q(b)||p) \\
\end{cases}
\]

(17)
Furthermore, the average guesswork across users is

\[
\lim_{m \to \infty} \frac{1}{m} \log (E (G_T (B))) = \lim_{m \to \infty} \frac{n}{m} H_{1/2} (\theta) = \frac{2n}{m} H \left( \frac{\sqrt{\theta}}{\sqrt{\theta} + \sqrt{1 - \theta}} \right) < H (s) + D (s||p) \tag{18}
\]

and

\[
\lim_{m \to \infty} \frac{1}{m} \log (E (G_T (B))) = \begin{cases} 
H (s) + D (s||p) & (1 - p) \leq s \leq 1 \\
2 \cdot H (p) + D (1 - p||p) - H (s) & 1/2 \leq s \leq (1 - p)
\end{cases}
\tag{19}
\]

when \( \lim_{m \to \infty} \frac{m}{m} H (\theta) > \log (1/p) \).

**Proof:** The full proof appears in Section VII. \( \blacksquare \)

We now give an illustrative example for the result above.

**Example 1.** Consider the \( P_H (b) \)-set of hash functions, where \( P_H (b) \) represents drawing \( m \) bits i.i.d., and \( n = (1 + \epsilon) \cdot \log (1/p) \cdot m \). In addition, assume that every user out of the \( 2^{H(s)-1} \) users draws his password i.i.d. \( \text{Bernoulli}(\theta) \). In this case, when \( 2 (1 + \epsilon) \cdot \log (1/p) \cdot H \left( \frac{\sqrt{\theta}}{\sqrt{\theta} + \sqrt{1 - \theta}} \right) < H (s) + D (s||p) \) the rate at which the average guesswork across users increases equals \( (1 + \epsilon) \cdot \log (1/p) \cdot H_{1/2} (\theta) \), whereas when \( (1 + \epsilon) \cdot \log (1/p) \cdot H (\theta) > \log (1/p) \) the rate is equal to \( \begin{cases} 
H (s) + D (s||p) & (1 - p) \leq s \leq 1 \\
2 \cdot H (p) + D (1 - p||p) - H (s) & 1/2 \leq s \leq (1 - p)
\end{cases} \).

**Remark 6.** An offline attack is one in which the attacker knows which bin is mapped to which user. In this case the following question is meaningful: What is the average number of guesses required in order for the attacker to find a password that is mapped to any of the assigned bins. The next corollary answers this question.

**Corollary 2 (An offline attack).** When the following assumptions hold.

- The attacker does not know the mappings of the hash function.
- There are \( M = 2^{H(s)-1} \) users, \( 1/2 \leq s \leq 1 \), to which bins are allocated according to Definition 7.
- \( P_H (b) \) represents drawing \( m \) bits i.i.d. \( \text{Bernoulli}(p) \), \( p \leq 1/2 \).
- \( n \geq (1 + \epsilon) \cdot m \cdot (\log (1/p) + H (s)) \) where \( \epsilon > 0 \).
- The attacker knows which bin is assigned to which user.

the average number of guesses required to find a password that is mapped to any of the bins assigned to users, is equal to

\[
\lim_{m \to \infty} \frac{1}{m} \log (E (G_{\text{Any}} (B))) = D (s||p). \tag{20}
\]

**Proof:** The full proof appears in Section VII. \( \blacksquare \)

**Remark 7.** We assume that the number of users \( M = 2^{H(s)-1} \) since based on Definition 7 it assures that the type of each bin \( b \in B \) satisfies \( s \leq q (b) \leq 1 \), where \( q (b) \) is the type of bin \( b \). See Remark 20 for more details.

**Remark 8.** Note that the rate at which the average guesswork increases

\[
\begin{cases} 
H (s) + D (s||p) & (1 - p) \leq s \leq 1 \\
2 \cdot H (p) + D (1 - p||p) - H (s) & 1/2 \leq s \leq (1 - p)
\end{cases}
\tag{21}
\]

is an unbounded function that increases as \( p \) decreases. However, as \( p \) decreases, the minimal size of the input \( n = \log (1/p) \cdot m \) increases. Hence, the smaller \( p \) is, the more asymptotic the result on the average guesswork becomes, in terms of the size of the input required to achieve this average.
B. The Second Main Result: Bounds on the Average Guesswork of any $P_H (b)$-hash function as well as the $P_H (b)$-set of hash functions when hash functions can not be adaptively modified

In this subsection as opposed to subsection IV-A we derive the average guesswork for the case where users are mapped to bins randomly and there is no procedure that modifies mappings from password to the list likely bins (i.e., the hash function can not be modified).

We assume that each password consists of $n$ bits that are drawn i.i.d. Bernoulli($1/2$) and analyze the average guesswork of both any $P_H (b)$-hash function averaged over all possible strategies of guessing passwords one by one, and the $P_H (b)$-set of hash functions when averaged over all elements in the set and any strategy of guessing passwords one by one. We consider both online and offline attacks, and derive bounds as well as find the most likely average guesswork, that is, when $2^{H(s)-m}$ users draw passwords we find the most probable average guesswork. In addition, we present a concentration result.

In order to derive the bounds we assume that the bins to which passwords are mapped are either the most likely bins or the least likely ones. This in turn enables us to come up with a lower and an upper bounds for the average guesswork, respectively. On the other hand, we find the most probable average guesswork by characterizing the most likely set of bins that have the same average guesswork.

The results of this subsection provide quantifiable bounds for the effect of bias as well as the effect of the number of users, on the average guesswork of a hash function. Furthermore, these results show that increasing the number of users has a far worse effect on the average guesswork than bias.

We begin by considering the case when the attacker needs to guess a password that is mapped to any of the assigned bins.

**Theorem 3** (Bounds on the average guesswork under offline attacks). When the following assumptions hold.

- The attacker does not know the mappings of the hash function.
- There are $2^{H(s)-m}$ bins to which the passwords are mapped, $1/2 \leq s \leq 1$.
- $P_H (b)$ represents drawing $m$ bits i.i.d. Bernoulli($p$), $p \leq 1/2$.
- $n \geq (1 + \epsilon) \cdot m \cdot \log (1/p)$ where $\epsilon > 0$.
- The attacker knows which bin is mapped to which user.

The rate of the average number of guesses required to find a password that is mapped to any of the bins to which the passwords are mapped, is bounded by

$$D (1 - s \| p) = \begin{cases} D (1 - s \| p) & 0 \leq 1 - s \leq p \\ 0 & p \leq 1 - s \leq 1/2 \end{cases} \leq \lim_{m \to \infty} \frac{1}{m} \log (E (G_{Any} (B))) \leq D (s \| p),$$

(22)

where the average for any $P_H (b)$-hash function as well as for the $P_H (b)$-set of hash functions is done in accordance with Definition 10.

**Proof:** The full proof appears in Section VIII.

We now find the most likely average guesswork.

**Corollary 3** (The most likely average guesswork under offline attacks). When the following assumptions hold.

- The attacker does not know the mappings of the hash function.
- There are $2^{H(s)-m}$ users, $1/2 \leq s \leq 1$.
- $P_H (b)$ represents drawing $m$ bits i.i.d. Bernoulli($p$), $p \leq 1/2$.
- $n \geq (1 + \epsilon) \cdot m \cdot \log (1/p)$ where $\epsilon > 0$.
- The attacker knows which bin is mapped to which user.
- Passwords are drawn i.i.d. Bernoulli(1/2).

The average number of guesses required to find a password that is mapped to any of the bins to which the passwords are mapped, can be characterized as follows.

- The probability that all passwords are mapped to different bins of type $q$ such that $0 \leq 1 - s < q \leq p$, decreases like $e^{-2^{m} (2^{H(1-s)-H(q)})} \times 2^{-m \cdot D(q\|p) \cdot 2^{H(1-s)-m}}$.  


The rate at which the most likely average guesswork increases along with the lower and upper bounds. Note that at $p = 1/2$ the bounds meet. Furthermore, this example illustrates that increasing the number of users has a far worse effect than bias as stated is Remark 9. When there is no bias and the number of users increases like $2^m \cdot H(0.2)$ the average guesswork increases at the same rate as in the case when the number of users is $2^m \cdot H(0.1)$ and the bias is $p = 0.21$. Furthermore, when the bias is $p = 0.45$ the average guesswork is very close to one.

| $p$, $1 - s$ | $H(p) - H(1 - s)$ | $D(1 - s||p)$ | $D(s||p)$ |
|--------------|-----------------|----------------|----------------|
| $p = 1/2$, $1 - s = 0$ | 1               | 1              | 1              |
| $p = 0.45$, $1 - s = 0$ | 0.9948          | 0.8625         | 1.15           |
| $p = 1/2$, $1 - s = 0.2$ | 0.2781          | 0.2781         | 0.2781         |
| $p = 0.21$, $1 - s = 0.1$ | 0.2725          | 0.0622         | 1.5914         |

- In this case the average guesswork increases like $2^{m\cdot(H(q)+D(q||p)-H(1-s))}$.
- Furthermore, the most likely type is $q = p$ in which case the average guesswork is $2^{m\cdot(H(p)-H(s))}$.
- Finally, when $p \leq 1 - s \leq 1/2$ the most likely type is again $q = p$, and the rate of the average guesswork is equal to 0.

The average for any $P_H(b)$-hash function as well as for the $P_H(b)$-set of hash functions is done in accordance with Definition 10.

Proof: The full proof appears in Section VIII.

Remark 9 (The effect of bias vs. the effect of the number of users). The effect of the number of users on the average guesswork is far worse than the effect of bias, that is, as the number of users increases the average guesswork decreases at a higher rate than the one when the number of users remains constant and bias increases. In order to illustrate this statement let us focus on the rate at which the most likely average guesswork increases, $H(p) - H(1 - s)$, where $0 \leq 1 - s \leq p$ (although it holds for the bounds of Theorem 3 as well). First, let us focus on the effect of increasing the number of users on the average guesswork. The first derivative of $H(p) - H(1 - s)$ with respect to $p$ is

$$\log_2(p) - \log_2(1 - p)$$

which is equal to zero at $p = 1/2$ (i.e., when there is no bias). In addition, the first derivative around $p = 1/2$ is very small and therefore bias has a little effect on the average guesswork. On the other hand the rate at which the number of users increases is $H(1 - s)$, and so the average guesswork decreases linearly with $H(1 - s)$. This in turn shows that change in bias does not affect the average guesswork to the same extent as change in the number of users. We illustrate this observation in Table 7.

We now analyze the average guesswork under an online attack.

Theorem 4 (Bounds on the average guesswork under online attacks). Under the following assumptions.
- The attacker does not know the mappings of the hash function.
- There are $2^{H(b)\cdot m - 1}$ users who are mapped to different bins, where $1/2 \leq s \leq 1$.
- $P_H(b)$ represents drawing $m$ bits i.i.d. Bernoulli($p$), $p \leq 1/2$.
- $n \geq (1 + \varepsilon) \cdot m \cdot \log(1/p)$ where $\varepsilon > 0$.
- The attacker knows which bin is mapped to which user.

The rate of the average guesswork of any $P_H(b)$-hash function as well as the $P_H(b)$-set of hash functions, when averaged in according to Definition 10 is bounded by

$$H(s) + D(1 - s||p) \leq \lim_{m \to \infty} \frac{1}{m} \log(E(G_T(B))) \leq \begin{cases} H(s) + D(s||p) & 0 \leq s \leq 1 \\ 2 \cdot H(p) + D(1 - p||p) - H(s) & 1/2 \leq s \leq (1 - p) \end{cases}$$

(24)
Next, we find the most likely average guesswork under online attacks.

**Corollary 4 (The most likely average guesswork under online attacks).** When the following assumptions hold.

- The attacker does not know the mappings of the hash function.
- There are $2^{H(s) \cdot m}$ users, $1/2 \leq s \leq 1$.
- $H \sim b$ represents drawing $m$ bits i.i.d. Bernoulli($p$), $p \leq 1/2$.
- $n \geq (1 + \epsilon) \cdot m \cdot \log(1/p)$ where $\epsilon > 0$.
- Passwords are drawn i.i.d. Bernoulli(1/2).

For any user, the average number of guesses required to find a password that is mapped to its bin can be characterized as follows.

- The probability that all passwords are mapped to different bins of type $q$ such that $0 \leq 1 - s < q \leq p$, decreases like $e^{-2^{m \cdot (2^{H(1-s) - D(q)})} \times 2^{-m \cdot D(q \parallel p) \cdot 2^{H(1-s) \cdot m}}}$.
- In this case the average guesswork of any of the users increases like $2^{m \cdot (H(q) + D(q \parallel p))}$.
- Furthermore, the most likely type is $q = p$ in which case the average guesswork is $2^{m \cdot H(p)}$.

The average for any $P_H(b)$-hash function as well as for the $P_H(b)$-set of hash functions is done in accordance with Definition 10.

**Proof:** The full proof appears in Section VIII.

**Corollary 5 (The Average Guesswork when averaged over all passwords).** When each user chooses its password uniformly, the average guesswork when averaging over the passwords increases at rate that is equal to

$$
\lim_{m \to \infty} \frac{1}{m} \log (E(G_D(B))) = 1
$$

where $G_D(B)$ is the guesswork of any user, and $n \geq (1 + \epsilon) \cdot m \cdot \log(1/p)$.

**Proof:** When $n \geq (1 + \epsilon) \cdot m \cdot \log(1/p)$ the proof follows along the same line as Corollary 7.

Finally, we provide a concentration result for each bin that is stored on the server, as well as under offline attacks.

**Theorem 5 (Concentration result under both online and offline attacks).** Under the following assumptions.

- The attacker does not know the mappings of the hash function.
- There are $2^{H(s) \cdot m}$ bins to which the passwords are mapped, $1/2 \leq s \leq 1$.
- $P_H(b)$ represents drawing $m$ bits i.i.d. Bernoulli($p$), $p \leq 1/2$.
- $n \geq (1 + \epsilon) \cdot m \cdot \log(1/p)$ where $\epsilon > 0$.
- The attacker knows which bin is mapped to which user.

For any of the bins to which the passwords are mapped, the following concentration result holds for any $P_H(b)$-hash function, and for the $P_H(b)$-set of hash functions

$$
- \lim_{m \to \infty} \frac{1}{m} \log \left( P \left( G(b) \leq 2^{(1 - \epsilon_1) \cdot (H(q(b)) + D(q(b) \parallel p)) \cdot m} \right) \right) \geq \epsilon_1 \cdot \log(1/p),
$$

where $0 < \epsilon_1 < 1$ and bin $b$ is of type $q(b)$.

This concentration result applies to the average guesswork of Theorem 5 as well.

**Proof:** The proof is in Section VIII.

A few remarks are in order.

**Remark 10.** From Theorem 5 we can state that for any $P_H(b)$-hash function and any bin, the fraction of strategies of guessing passwords one by one, for which the number of guesses is smaller than $2^{(1 - \epsilon_1) \cdot (H(q(b)) + D(q(b) \parallel p)) \cdot m}$, decreases like $2^{-\epsilon_1 \cdot \log(1/p) \cdot m}$; in addition, for the $P_H(b)$-set of hash functions,
any bin and any strategy of guessing passwords one by one, the fraction of $P_H(b)$-hash functions for which the number of guesses is smaller than $2^{(1-\epsilon_1)\cdot(H(q(b))+D(q(b)||p))m}$, also decreases like $2^{-\epsilon_1\cdot\log(1/p)m}$.

Remark 11. The fact that the average guesswork of every bin scales with its probability, as presented in Corollary 12 leads to average guesswork over all passwords that scales like $2^m$ which is larger than $2^{m\cdot H_1/2(p)}$.

Remark 12. The concentration result of Theorem 5 shows that the probability mass function of the average guesswork when cracking password is concentrated around its mean value. This is in contrast with the average guesswork for guessing a password [13] in which case the probability mass function is concentrated around the typical set in the i.i.d. case, whereas the average guesswork can be derived based on a large deviations argument [17].

Remark 13. In this subsection we assume that passwords are drawn uniformly. When passwords are biased there is a certain optimal strategy [13] and therefore, there is no use of averaging over all possible strategies. In this case averaging is done over the $P_H(b)$-set of hash functions as presented in Definition 10. In this case, similarly to Corollary 4 the average guesswork is equal to the dominant term between the average number of guesses required to guess the password, and the average number of guesses required to guess a password that is mapped to the same bin.

C. The Third Main Result: The Average Guesswork of Strongly Universal Sets of Hash Functions (Keyed Hash Functions) with bins allocation

In this subsection we show that when the average guesswork is larger than the number of users, the minimal size of a biased key that achieves the average guesswork above with a universal set of hash functions defined in subsection II-B equations (10), (11), is smaller than the size of a uniform key (i.e., a key which is i.i.d. Bernoulli(1/2)) that achieves the same guesswork for the same number of users, with any mapping from the set of keys to the set of hash functions.

Theorem 6. When the number of users $M = 2^{m-1}$, a uniform key that achieves average guesswork $2^{m-\alpha}$, where $\alpha > 1$, with any mapping from the set of keys to the set of all hash functions, is $\alpha$ times larger than a biased key which is i.i.d. Bernoulli($p_0$) that achieves the same average guesswork with the universal set of hash functions defined in subsection II-B equations (10), (11), where $p_0$ satisfies

$$1 + D(1/2||p_0) = \alpha.$$  \hspace{1cm} (26)

Proof: The proof follows directly from Corollary 9 and Corollary 10 of section VI.

Figure 5 illustrates Theorem 6.

V. THE AVERAGE GUESSWORK OF A KEYED HASH FUNCTION

In this section we derive the average guesswork for strongly universal set of hash functions when the key is drawn i.i.d. Bernoulli($p$), $0 < p \leq 1/2$. In Subsection V-A we derive the average guesswork for any bin as a function of the bias $p$. Then, in Subsection V-B we calculate the average guesswork as a function of the number of users and the bias. Furthermore, we present the backdoor mechanism to allocate bins. Finally, in Subsection V-C we analyze the guesswork when the hash function is not modified.

A. The Guesswork of Each Bin

In this subsection we derive the guesswork for each bin, when the key is i.i.d. Bernoulli($p$). Assume a strongly universal set of hash functions as defined in subsection II-B equations (10), (11). Note that although in Definition 12 we describe procedure according to which bins are allocated, this procedure is different from the backdoor mechanism which is given in Definition 13.
Figure 5. When the number of users is $2^{m-1}$, and the average guesswork is equal to $2^{\alpha m}$, the size of a biased key is $\alpha > 1$ times smaller than a uniform key, where $\alpha = 1 + D(1/2||p)$. Note that in order to achieve an average guesswork $2^{\alpha m}$, the output of a strongly universal set of hash functions has to be of size $\alpha \cdot m$ when the key is unbiased, whereas when the key is biased the output can reduce to $m$ bits, as long as the number of users is no larger than $2^{m-1}$.

**Definition 12 (Bins allocation).** Assume there are $\lfloor 2^{H(s)\cdot m - 1} \rfloor$ users, where $s \in [1/2, 1]$. For each user a procedure allocates a different integer $b \in \{1, \ldots, 2^m\}$ according to the following method: The first user receives the least likely bin (i.e., the all ones bin), the second user receives the second least likely bin, whereas the last user receives the $\lfloor 2^{H(s)\cdot m - 1} \rfloor$th least likely bin. Then, assuming $L_b$ passwords are mapped to bin $b$, the procedure uniformly draws a password from $\{1, \ldots, |L_b|\}$. In the case when $|L_b| = 0$, the bin is not mapped to any password and we assume that the average guesswork is equal to zero.

A remark is in order regarding the case where a user has no password.

**Remark 14.** Note that the backdoor mechanism presented in Definition 13 does not allow a scenario where a user has no password. As shown in Theorem 10, this does not affect the average guesswork.

The next lemma proves that the order according to which the attacker guesses passwords, does not affect the average guesswork.

**Lemma 3.** For any bin $b$, the average guesswork is not affected by the order according to which the attacker guesses passwords one by one, when averaging over all possible keys.

**Proof:** Consider a certain bin $b \in \{1, \ldots, 2^m\}$. The attacker knows the probability mass function according to which the key is drawn. He also knows the set of bins allocated to the $\lfloor 2^{H(s)\cdot m - 1} \rfloor$ users, as presented in Definition 11. However, he does not know the actual realizations, and therefore the mapping from passwords to bins. Hence, from symmetry arguments, any strategy according to which the attacker guesses passwords one by one results in the same average guesswork, when averaging over all possible keys.

Based on Lemma 3 we assume without loss of generality that the attacker guesses passwords one by one in ascending order. Now, we can derive the average guesswork for any bin $b$. 
Theorem 7 (Average number of guesses for each bin). Assume that the attacker tries to guess a password that is mapped to bin \( b \). In this case when \( n \geq (1 + \epsilon_1) \cdot \log (1/p) \cdot m, \epsilon_1 > 0 \), the average guesswork of \( G(b) \) is equal to

\[
E(G(b)) = 2^{m-(H(q(b))+D(q(b)||p))} - (1 - 2^{-(H(q(b))+D(q(b)||p))})^{2^n} \cdot (2^{m-(H(q(b))+D(q(b)||p))} + 2^n)
\]  

(27)

where \( q(b) = \frac{N(1|b)}{m} \) is the type of \( b \), the key is drawn i.i.d. Bernoulli(\( p \)), and the universal set of hash functions is defined in subsection II-B equations (10), (11).

Proof: Based on Lemma 3 and without loss of generality we assume that the attacker guesses passwords one by one in ascending order. Essentially, in order to crack bin \( b \) the attacker has to find a password that is mapped to this bin. The proof relies on the observation that the chance of success in the \( l \)th guess (i.e., the first time a password which is mapped to bin \( b \) is guessed) is drawn according to the following geometric distribution

\[
P_K(b) \cdot (1 - P_K(b))^{l-1} \quad 1 \leq l \leq 2^n
\]

(28)

where \( P_K(\cdot) \) is the probability mass function of a vector of length \( m \) that is drawn i.i.d. Bernoulli(\( p \)). The probability that bin \( b \) is not mapped to any password is

\[
(1 - P_K(b))^{2^n+1}
\]

(29)

Since \( P_K(b) \geq p^m \), we can state that as long as \( n \geq (1 + \epsilon_1) \cdot \log (1/p) \cdot m \) where \( \epsilon_1 > 0 \), the probability for this event vanishes exponentially fast and therefore does not affect the average guesswork; furthermore, we assume that when this event occurs, it takes zero guesses for the attacker to crack the bin, such that this event does not even add up to the average guesswork. We wish to stress that the “backdoor” procedure presented in Definition 13 does not allow for a situation where a user does not have a password.

The mean value of (28) is equal to

\[
1/P_K(b) - (1 - P_K(b))^{2^n} \cdot (1/P_K(b) + 2^n).
\]

(30)

Assuming bin \( b \) is of type \( q(b) = \frac{N(1|b)}{m} \), and that the key is drawn i.i.d. Bernoulli(\( p \)), we get from Lemma 1 that

\[
1/P_K(b) = 2^{m-(H(q(b))+D(q(b)||p))}.
\]

(31)

By assigning the equation above in (30) we get (27).

Now, we show that the average guesswork converges uniformly to \( 2^{m-(H(q(b))+D(q(b)||p))} \), \( \forall b \).

Corollary 6. The average guesswork uniformly converges to \( 1/P_K(b) \) across bins. The difference is upper bounded by the following term.

\[
|2^{m-(H(q(b))+D(q(b)||p))} - E(G(b))| \leq (2^{m-(H(q(b))+D(q(b)||p))} + 2^n) \cdot e^{-2^{n-m} \cdot (H(q(b))+D(q(b)||p))}
\]

\[
\leq (2^m \log(1/p))^{2^n} \cdot e^{-2^{n-m} \log(1/p)} \forall b
\]

(32)

Proof: we wish to upper bound the term \( (1 - 2^{-m-(H(q(b))+D(q(b)||p))})^{2^n} \cdot (2^{m-(H(q(b))+D(q(b)||p))} + 2^n) \) for any \( b \in \{1, \ldots, 2^m\} \) in order to show that it converges uniformly when \( n \geq (1 + \epsilon_1) \cdot \log (1/p), \epsilon_1 > 0 \). We begin by using the inequality

\[
(1 - \frac{1}{x})^x \leq e^{-1} \quad \forall x > 1
\]

(33)

in order to get

\[
(1 - 2^{-m-(H(q(b))+D(q(b)||p))})^{2^n} \leq e^{-2^{n-m} \cdot (H(q(b))+D(q(b)||p))}.
\]

(34)
Furthermore, since the least likely type \( q(b_0) = 1 \) occurs with probability \( p^m = 2^{-m \log(1/p)} \), we get

\[
H(q) + D(q||p) \leq \log \left( \frac{1}{p} \right) \quad 0 \leq q \leq 1
\]

(35)

with equality at \( q=1 \). Therefore, we get that \( 2^{-m(H(q(b)) + D(q(b)||p))} \geq 2^{-m \log(1/p)} \) and \( 2^{-m(H(q(b)) + D(q(b)||p))} \leq 2^m \log(1/p) \). By assigning these terms along with the inequality in equation (34) we get the desired result.

The next theorem shows that the guesswork concentrates around its mean value.

**Theorem 8** (Concentration). The probability of finding a password that is mapped to bin \( b \) in less than \( 2^{m-l} \) guesses, where \( l \leq n \), is upper bounded by

\[
P \left( G(b) \leq 2^{m-l} \right) \leq 1 - e^{-2^{2-(H(q(b)) + D(q(b)||p)) - l} m}.
\]

(36)

Therefore, whenever \( l < H(q(b)) + D(q(b)||p) \) the probability of success in less than \( 2^{m-l} \) attempts decays to zero.

**Proof:** Based on the fact that the guesswork has a geometric distribution, we get that the chance of success within \( 2^{m-l} \) guesses is equal to

\[
P \left( G(b) \leq 2^{m-l} \right) = P_K(b) \cdot \sum_{i=1}^{2^{m-l}} (1 - P_K(b))^{i-1} = 1 - (1 - P_K(b))^{2^{m-l}}.
\]

(37)

The upper bound for \( P \left( G(b) \leq 2^{m-l} \right) \) is obtained by assigning \( P_K(b) = 2^{-m(H(q(b)) + D(q(b)||p))} \) to the following inequality

\[
e^{-x} \leq 1 - \frac{x}{2}, \quad x \in [0, 1.58].
\]

(38)

Therefore, when \( l < H(q(b)) + D(q(b)||p) \) the probability of finding a password that is mapped to bin \( b \) goes to zero.

**Remark 15.** Note that although the number of passwords scales exponentially with \( n \) (i.e., there are \( 2^n \) passwords), the average number of guesses scales with the size of the bins \( m \). This is due to the fact that cracking a password requires finding a password which is mapped to the same bin as the true password.

**B. The Average Guesswork for Cracking a Password of a User under Bins Allocation**

We later use the solution to the following optimization problem, in order to derive the optimal average guesswork for cracking a password of a user.

**Lemma 4.**

\[
\max_{0 \leq q \leq 1} 2 \cdot H(q) + D(q||p) = 2 \cdot H(p) + D(1-p||p)
\]

(39)

where the optimal solution occurs at \( q = 1 - p \). Furthermore, \( 2 \cdot H(p) + D(1-p||p) \) is a positive and unbounded function that monotonically increases as \( p \) decreases.

**Proof:** First let us break down the expression in (39).

\[
2 \cdot H(q) + D(q||p) = H(q) + q \cdot \log(1/p) + (1-q) \cdot \log(1/(1-p)).
\]

(40)

The above expression is a concave function as a function of \( q \) as it is the summation of two concave functions; hence, this function has a maximal value. By calculating the first derivative and making it equal to zero we get

\[
\log \left( \frac{1-q}{q} \right) = \log \left( \frac{p}{1-q} \right).
\]

(41)

Equality holds only when \( q = 1 - p \). By assigning it to the expression on the left hand side in (39) we get the desired result.
We now quantify the number of mappings from passwords to each bin.

**Lemma 5.** Following the definition in subsection 7.B equations (10), (11), assume that \( k_i \) is the mapping from the \( i \)th password to the range of the hash function, where \( k_i \in \{1, \ldots, 2^n\} \) and \( i \in \{1, \ldots, 2^m\} \). In this case

\[
P \left( |2^{-n} \cdot \sum_{i=1}^{2^n} 1_b(k_i) - P_K(b)| > \epsilon \right) \leq \frac{1}{2^n \cdot \epsilon^2}
\]  

(42)

where \( 1_b(x) = \begin{cases} 1 & x = b \\ 0 & x \neq b \end{cases} \).

**Proof:** Essentially \( 1_b(k_i) \) is a random variable whose mean value is equal to \( P_K(b) \) and variance value is smaller than 1. Furthermore, \( 1_b(k_i), i \in \{1, \ldots, 2^n\} \) are all i.i.d. random variables. Therefore, we get (42) from Chebyshev’s inequality.

Now we can derive the maximal average guesswork.

**Theorem 9** (The average number of guesses). Let us denote the number of users by \( 2^{H(s) \cdot m - 1} \), where \( s \in [1/2, 1] \) is a parameter. The exponential rate at which the optimal average guesswork increases as a function of \( m \) is equal to

\[
\lim_{m \to \infty} \frac{1}{m} \log(E(G_T(B))) = \begin{cases} H(s) + D(s||p) & 0 \leq s \leq 1 \\ 2 \cdot H(p) + D(1-p||p) - H(s) & 1/2 \leq s \leq 1 \\ \frac{1}{p_K(b_i)} - \epsilon(m, n, q(b_i)) & \text{else} \end{cases}
\]

(43)

where \( n \geq (1 + \epsilon_1) \cdot m \cdot \log(1/p), \epsilon_1 > 0 \).

**Proof:** The general idea behind the proof is to write the average in terms of summation over types, and then use the fact that a vector of length \( m \) has up to \( m \) types in order to bound the average by the most dominant term among the \( m \) types.

First let us define the set of all possible bins \( \{b_1, \ldots, b_{2^m}\} \) such that \( P_K(b_i) \geq P_K(b_j) \) if and only if \( j < i \); therefore, according to Definition 11, \( b_1 \) is assigned to the first user, whereas \( b_{2^{H(s) \cdot m}} \) goes to the \( 2^{H(s) \cdot m} \)th user. The average guesswork when the attacker chooses a user name to attack, uniformly from \( \{1, \ldots, 2^{H(s) \cdot m - 1}\} \), is equal to

\[
E(G_T(B)) = 2^{-H(s) \cdot m + 1} \sum_{i=1}^{2^{H(s) \cdot m - 1}} \frac{1}{p_K(b_i)} - \epsilon(m, n, q(b_i))
\]

where \( \epsilon(m, n, q(b_i)) = (2^{m \cdot (H(q(b)) + D(q(b)||p))} + 2^n) \cdot e^{-2^{m-m \cdot (H(q(b)) + D(q(b)||p))}} \) in accordance with Corollary 6. Note that the term above takes into consideration the event when a mapping to \( b \) does not occur within the \( 2^n \) inputs; this probability is multiplied by zero guesses, which leads to the expression in equation (44).

Based on the method of types [17] every bin in \( \{b_1, \ldots, 2^{H(s) \cdot m - 1}\} \), which is the set of bins that are allocated to the \( 2^{H(s) \cdot m - 1} \) users, is of type \( s \leq q(b_i) \leq 1 \), where \( 1 \leq i \leq 2^{H(s) \cdot m - 1} \), and \( q(b_i) \geq q(b_j) \) if and only if \( i < j \). Therefore, from Lemma 1 and Lemma 2 we can rewrite the summation such that goes across types, such that we can bound the average guesswork by the following terms

\[
\frac{1}{(m+1)^2} 2^{-H(s) \cdot m + 1} \sum_{s \leq q \leq 1} (2^{m \cdot (2-H(q)) + D(q||p)} - \epsilon(m, n, q), 0) \leq E(G_T(B)) \leq 2^{-H(s) \cdot m + 1} \sum_{s \leq q \leq 1} 2^{m \cdot (2-H(q)) + D(q||p)}
\]

(45)

The number of types is equal to the size of each bin, and therefore there are only \( m \) types; furthermore, the elements in the summations above all are non-negative. Hence, when \( n \geq (1 + \epsilon_1) \cdot m \cdot \log(1/p) \) and
of $\epsilon$ for $q_1$ in Definition 13 is the same as the guesswork from Theorem 9 and is equal to
\[ \frac{2^{-H(s)\cdot m+1}}{(m+1)^2} \cdot 2^{m\max_{s\leq q\leq 1}(2-H(q)+D(q||p))} \leq E(G_T(B)) \leq m \cdot 2^{-H(s)\cdot m+1} \cdot 2^{m\max_{s\leq q\leq 1}(2-H(q)+D(q||p))}. \] (46)

We are interested in the rate at which the guesswork grows, which based on the above bound is equal to
\[ \lim_{n\to\infty} \frac{1}{m} \log (E(G_t(B))) = -H(s) + \max_{s\leq q\leq 1} (2 \cdot H(q) + D(q||p)). \] (47)

The function $2 \cdot H(q) + D(q||p)$ is concave as a function of $q$, with a maximal value at $q = 1 - p$ as shown in Lemma 4. Therefore, when $(1 - p) \leq s \leq 1$ the maximal value is obtained at $q = s$; whereas when $1/2 \leq s \leq (1 - p)$ the maximal value $2 \cdot H(1 - p) + D(q||p) = 2 \cdot H(p) + D(q||p)$ is achieved for $q = 1 - p$. Note that $n \geq \log (1/p) \geq H(q) + D(q||p)$ for $0 \leq q \leq 1$ which leads to the elimination of $\epsilon(n, m, q)$. These arguments conclude the proof.

We now present a backdoor mechanism that enables to modify a hash function efficiently without decreasing the average guesswork.

**Remark 16 (A Backdoor Mechanism for Allocating Bins).** Essentially, in order for a procedure to allocate bins to the users, it first allocates a bin to a user, and then maps the password of this user to this bin; furthermore, there is a certain chance that because of the key realization, there is no mapping to a specific bin. This operation is as exhaustive as cracking the bin itself. In order for the system to allocate bins efficiently it has to use a backdoor that enables it to allocate bins without the need to crack the hash function, as well as without compromising the security of the system (i.e., maintaining the same average guesswork). In Definition 13 and Theorem 10 we present a backdoor mechanism that satisfies both of these requirements.

Now we define a backdoor mechanism that enables to plant mappings in an efficient way without compromising the security level of the hash function.

**Definition 13.** Given a key $K = \{k_1, \ldots, k_{2^n}\}$ where $k_i \in \{1, \ldots, 2^n\}$ and $1 \leq i \leq 2^n$, and a strongly universal set of hash functions as defined in subsection II-B equations (10), (11), the backdoor mechanism for allocating bins is defined as follows.

- For each user choose a different bin according to the procedure described in Definition 11 (i.e., the first user gets the least likely bin $b_1$, the second user receives the second least likely bin $b_2$, and the $2^{H(s)\cdot m-1}$th user receives $b_{2^{H(s)\cdot m-1}}$).
- Each of the users from the first to the $2^{H(s)\cdot m-1}$th draws a password uniformly by drawing $n$ bits i.i.d. Bernoulli$(1/2)$.
- For each user, if the number that was drawn $g \in \{1, \ldots, 2^n\}$ has not been drawn by any of the users that have bins that are less likely than the current bin, then replace $k_g$ with the bin number allocated to the user.
- In the case when another user who is coupled with a less likely bin, has drawn $g$: Do not change the value of the key again (i.e., $k_g$ is changed only once by the user who is coupled with the least likely bin among the bins of the users whose password is $g$). Instead, change the bin allocated to the user to the least likely bin among the bins allocated to users whose password is $g$. Therefore, $k_g$ is changed only once, to the least likely bin that is mapped to $g$.

Figure 6 illustrates the backdoor mechanism.

**Theorem 10.** The optimal average guesswork when allocating bins using the backdoor mechanism given in Definition 13 is the same as the guesswork from Theorem 9 and is equal to
\[ \lim_{m\to\infty} \frac{1}{m} \log (E(G_T(B))) = \begin{cases} 
H(s) + D(s||p) & (1 - p) \leq s \leq 1 \\
2 \cdot H(p) + D(1 - p||p) - H(s) & 1/2 \leq s \leq (1 - p)
\end{cases} \] (48)
Figure 6. The backdoor mechanism. When the password of the user is equal to $i$, and no other user who is coupled with a bin that is less likely than the bin of the user, has come up with this password, the $i$th segment of the key is replaced with the bin that is coupled with the user. In the case when another user who is coupled with a less likely bin, has already come up with the exact same password, the more likely bin of the user (and not the key) changes to the bin of the other user.

When $(1 + \epsilon_1) \cdot m \cdot \log(1/p)$, $\epsilon_1 > 0$.

**Proof:** The general idea behind the proof is that the back door procedure described in Definition 13 can not add more than one mapping to each bin. Therefore, given any strategy of guessing passwords one by one, we show that the chance of drawing a password (in the backdoor procedure) that decreases the number of guesses below the average guesswork vanishes exponentially fast.

First, a few words are in order regarding the effect of the backdoor procedure presented in Definition 13. The procedure can not add more than one mapping to each bin. This is due to the fact that when a password that is mapped to a specific bin is drawn, then the mapping is changed to the bin of the user for which the password was drawn. Furthermore, if the same password is drawn more than once by several users, then the mapping does not change again; at worst more than one user is mapped to the same bin (the probability that two users have the same password is the same as the probability of a collision, and is equal to $2^{-n}$). When a collision occurs, the mapping to the least likely bin among the bins that are coupled with these users, is the one assigned to all these users. Therefore, collision does not decrease the average guesswork.

Following what we have discussed above, for any strategy we are interested in the probability of drawing a password which is guessed within a smaller number of attempts than the average guesswork (i.e., given any strategy of guessing passwords one by one, what is the probability that the backdoor mechanism decreases the number of guesses below the average guesswork). When this event occurs we assume that the number of guesses required to break the strongly universal set of hash functions is zero. When there are $2^{H(s) - m - 1}$ users, the set of type $q(b) = \max(s, 1 - p)$ bounds the average guesswork as shown in equation (46). Therefore, it is sufficient to focus on the bins of this type; as even when the guesswork of bins of other type is equal to zero, the average guesswork remains the same.

Without loss of generality let us focus on the case when passwords are guessed one by one in ascending order; the following argument holds for any other strategy of guessing passwords. For every user, the backdoor mechanism draws a password uniformly. When $n \geq (1 + \epsilon_1) \cdot m \cdot \log(1/p)$ as defined in Theorem 9, the probability of drawing a password that is guessed within a smaller number of attempts than $(1 + \epsilon_2) \cdot m \cdot \log(1/p)$ where $0 < \epsilon_2 < \epsilon_1$ is

$$\frac{2^{(1+\epsilon_2)\cdot m\cdot \log(1/p)}}{2^n} \leq 2^{-(\epsilon_1 - \epsilon_2)\cdot \log(1/p) \cdot m}.$$  \hspace{1cm} (49)

Thus, for each bin of type $q(b) = \max(s, 1 - p)$, the average guesswork is multiplied by a factor $(1 - 2^{-(\epsilon_1 - \epsilon_2)\cdot \log(1/p) \cdot m})$ that approaches 1 exponentially fast as $m$ increases. Therefore, the average guesswork is not affected by the back door mechanism. The only difference compared to Theorem 9 is that now the decay of $\epsilon(n, m, 1 - p)$ in is dictated by $\epsilon_2$ instead of $\epsilon_1$.

**Remark 17.** Note that the procedure for allocating bins which is described in Definition 13 does not require knowledge of the key in order to achieve the average guesswork of Theorem 10. The back door
mechanism requires only knowledge of which bins are the least likely to occur based on the probability mass function according to which the key is drawn.

C. The Average Guesswork when Bins are not Allocated to Users

In this subsection we show that when the users choose their own passwords, without changing the hash function accordingly, the average guesswork of the strongly universal set of hash functions (averaged over all passwords) is equal to $2^m$ for any $p$.

**Definition 14** (No bins allocation). When bins are not allocated to users each user chooses his own password, without modifying the hash function. The server stores the bin to which a password is mapped.

**Corollary 7** (The Average Guesswork of the strongly universal set of hash functions with no bins Allocation). When each user chooses the password uniformly over $\{1, \ldots, 2^n\}$, the average guesswork when averaging over the passwords, increases at rate that is equal to

$$\lim_{m \to \infty} \frac{1}{m} \log (E (G_D (B))) = 1$$

where $G_D (B)$ is the guesswork of any user, $n \geq (1 + \epsilon_1) \cdot m \cdot \log (1/p)$, and the hash function is defined in subsection II-B equations (10), (11).

**Proof**: From Theorem 7 and equation (30) we can state that the average guesswork for each bin is equal to

$$E (G_D (b)) = 1/P_K (b) - (1 - P_K (b))^2 \cdot (1/P_K (b) + 2^n) \quad b \in \{1, \ldots, 2^m\}.$$ (50)

From Corollary 6 we know that the right hand side of the equation above goes to zero when $n \geq (1 + \epsilon_1) \cdot m \cdot \log (1/p)$.

When a user chooses a password uniformly over $\{1, \ldots, 2^n\}$, and the key is drawn i.i.d. Bernoulli($p$), the probability of average guesswork that is equal to $E (G (b))$ (i.e., the probability of drawing a password that is mapped to $b$) is equal to $P_K (b)$. Hence, we get that the average guesswork is equal to

$$E (G_D (B)) = \sum_{b=1}^{2^m} P_K (b) E (G_D (b))$$ (51)

which leads to

$$\lim_{m \to \infty} \log (E (G_D (B))) = 1.$$ (52)

**Remark 18.** Note that when the least likely bins are allocated to the users (e.g., bins are allocated as in Definition 13), the fact that there is a very small number of mappings to these bins, enables to achieve a better average guesswork with a shorter biased key (as we show in the next section). However, when the bins are not allocated (i.e., the hash function is not modified), the chance of drawing a password that is mapped to a certain bin is equal to the probability of mapping a password to the very same bin. Therefore, in this case there is a small probability of drawing a bin that has a very small number of passwords mapped to it. This leads to an average guesswork that grows like $2^m$.

VI. Uniform Keys Versus Biased Keys: Size and Storage Requirements

In this subsection we show that when the number of users is smaller than the number of bins, a shorter biased key can achieve the same level of security as a longer unbiased key. Furthermore, we show that the storage space required to store the bins of all users is also significantly smaller.

First, we show that the average guesswork of biased keys is larger than the average guesswork of any strongly universal set of hash functions whose key is drawn i.i.d. according to Bernoulli(1/2), that is,
following the definitions of Section II-B, any mapping from the set of keys to the set of hash functions would lead to the same guesswork when the key is uniform.

**Corollary 8.** When \( n \geq m \), the guesswork of any strongly universal set of hash functions whose key is i.i.d. Bernoulli(1/2) satisfies

\[
\lim_{m \to \infty} \frac{1}{m} \log \left( G_T^{(u)} (B, f(\cdot)) \right) = 1 \leq \lim_{m \to \infty} \frac{1}{m} \log (G_T (B)) \quad 0 \leq s \leq 1
\]

with equality only when \( p = 1/2 \); where \( f(\cdot) \) is a bijection from the set of keys to the set of all possible hash functions. Therefore, whenever \( 0 < p < 1/2 \), the average guesswork of the strongly universal set of hash functions defined in subsection II-B, equations (10), (11), is larger than the one achieved by any mapping \( f(\cdot) \) over a balanced key.

**Proof:** When the key is drawn i.i.d. Bernoulli(1/2) the problem of finding the average guesswork can be regarded as a counting problem. Since \( f(\cdot) \) is a bijection, the number of functions for which the \( i \)th password is mapped to the \( j \)th bin is the same for any \( i \) and \( j \). Furthermore, when \( l \) mappings are revealed, the set of keys decreases by a factor of \( 2^{l-m} \) and the remaining mappings are still balanced. Therefore, for any bin the chance of cracking a password in the \( l \)th guess is a geometric distribution that equals to \( 2^{-m} \cdot (1 - 2^{-m})^{l-1}, \ l \geq 0 \); this holds whenever \( f(\cdot) \) is a bijection. Hence, the rate at which the average guesswork increases when \( n \geq (1 + \epsilon) \cdot m \) and \( \epsilon > 0 \), is equal to

\[
\lim_{m \to \infty} \log \left( G_T^{(u)} (B, f(\cdot)) \right) = 1 \quad s \in [1/2, 1]
\]

whereas from Theorem 9 we get that

\[
\lim_{m \to \infty} \log (G_T (B)) \geq 2 \cdot H (p) + D (1 - p || p) - 1 \geq 1
\]

with equality only when \( p = 1/2 \), where the second inequality results from the fact that \( 2 \cdot H (p) + D (1 - p || p) \) decreases as \( p \) approaches 1/2, and is equal to 2 at \( p = 1/2 \).

We now decrease the minimal size of the input, \( n \), such that when \( 1/2 \leq s \leq (1 - p) \), the average guesswork is smaller than the one in (43); by decreasing \( n \), we later show that in some cases the size of a biased key required to achieve a certain average guesswork, is significantly smaller than the size of an unbiased key that achieves the same guesswork.

**Lemma 6.** When the number of users is \( 2^{2H(s)m-1} \), \( n = (1 + \epsilon_1) \cdot m \cdot (H (s) + D (s || p)) \) where \( 1/2 \leq s \leq 1 \), and the key is drawn i.i.d. Bernoulli(\( p \)), the average guesswork increases at rate that is equal to

\[
\lim_{m \to \infty} \frac{1}{m} \log (E (G_T (B))) = H (s) + D (s || p).
\]
to be larger than or equal to the case when \( q(b_i) = s \). In fact, when \( \epsilon_1 \) is small enough and \( n = \left( 1 + \epsilon_1 \right) \cdot m \cdot (H(s) + D(s||p)) \), the probability that there is a mapping to bin \( b_i \) within the \( 2^s \) inputs goes to zero, and so the only occurrences of \( b_i \) is due to the backdoor mechanism; the backdoor mechanism achieves average guesswork that increases at rate \( (1 + \epsilon_1) \cdot (H(s) + D(s||p)) \) when the password is drawn uniformly in accordance with Definition 13 (again, following the same lines as Theorem 10).

Remark 19. In order to show that a shorter biased key achieves the same guesswork that a longer balanced key achieves we need to find the actual guesswork and not only the rate at which it increases. The next lemma resolves this issue.

Now, we derive bounds for the actual average guesswork and not only for the rate at which it increases.

Lemma 7. When the number of users is \( 2^{H(s)-m-1} \), \( 1/2 \leq s \leq 1 \), and \( n = (1 + \epsilon_1) \cdot m \cdot (H(s) + D(s||p)) \) the average guesswork of the universal hash function defined in subsection II-B equations (10), (11), a key which is i.i.d. Bernoulli(\( p \)), and an output of size \( m \), is lower bounded by

\[
E(G_T(B)) \geq (1 - \gamma(m, p, s)) \cdot 2^{m \cdot (H(s) + D(s||p))} - e^{-2^{1-m}} \cdot (2^{m \cdot (H(s) + D(s||p))} + 2^n) \quad (57)
\]

where \( \gamma(s, p, m) \) decays exponentially to zero (i.e., \( \lim_{m \to \infty} \gamma(s, p, m) = 0 \)). On the other hand, for any universal set of hash functions, with a key that is i.i.d. Bernoulli(\( 1/2 \)), and an output of size \( (H(s) + D(s||p)) \cdot m \), the average guesswork is equal to

\[
E(G_T^{(u)}(B), f(\cdot)) = 2^{m \cdot (H(s) + D(s||p))} - \left( 1 - 2^{-m \cdot (H(s) + D(s||p))} \right) 2^n \cdot (2^{m \cdot (H(s) + D(s||p))} + 2^n) \quad (58)
\]

Therefore, we get that

\[
\lim_{m \to \infty} \frac{E(G_T(B))}{E(G_T^{(u)}(B), f(\cdot))} \geq 1.
\]

Proof: Let us start by proving the inequality in (57). When \( n = (1 + \epsilon_1) \cdot m \cdot (H(s) + D(s||p)) \), the probability of a bin of type \( q(b) > s \) to be mapped by the key to any password decreases according to the expression

\[
1 - \left( 1 - 2^{-m \cdot (H(q(b)) + D(q(b)||p))} \right)^{2^{1+\epsilon_1 \cdot m \cdot (H(s) + D(s||p))}};
\]

this is because of the fact that when \( q(b) > s \) the term \( (H(q(b)) + D(q(b)||p)) > (H(s) + D(s||p)) \). The back door mechanism in Definition 13 plants a mapping by drawing a password uniformly. Therefore, we get with probability \( (1 - \gamma_1(s, p, m)) \) where \( \gamma_1(s, p, m) \) decays to zero exponentially fast (i.e., with probability that approaches 1 very quickly), that when \( q(b) > s \) the problem of cracking a bin is as hard as guessing the mapping created by the back door mechanism. Since in this case the password is uniformly distributed over all possible passwords (i.e., \( 2^n \) possibilities), it can be easily shown that the average guesswork is equal to \( 2^n / 2 \geq 2^{H(s) + D(s||p) - m} \) when \( m \geq m_0 \). Finally, by assigning the right parameters to equations (27), (32) when \( q(b) = s \), the average guesswork is lower bounded by

\[
G(b|q(b) = s) \geq (1 - \gamma_2(s, p, m)) \cdot 2^{(H(s) + D(s||p)) - m} - e^{-2^{1-m}} \cdot (2^{m \cdot (H(s) + D(s||p))} + 2^n) \quad (60)
\]

Hence, the average guesswork over all users (or alternatively all bins for which \( s \leq q(b) \leq 1 \) is lower bounded by the term in equation (57).

In the case when the key is uniform, (58) is proven by assigning the right parameters in equation (27) and keeping in mind that when the key is uniform and \( f(\cdot) \) is a bijection, the average guesswork is the same for any bin. These arguments prove the equality in equation (58).

\[\text{Note that the result from Theorem 10 can also be extended to a lower bound when } (1 - p) \leq s \leq 1 \text{ by arguments that follow the same lines as Lemma 7.}\]
Remark 20. Note that when \( s = 1/2 \), the number of users is \( \sum_{i=1}^{m/2} \binom{m}{i} \). Thus, in this case as \( m \) increases we get that \( \frac{\sum_{i=1}^{m/2} \binom{m}{i}}{2^m} = 1/2 \). By doing so we do not allocate bins that have an average guesswork which is smaller than the total average guesswork. Furthermore, in our analysis we restrict the size of the input, \( n \), to be proportional to \( m \). However, in practice \( n \) can be much larger. This can be achieved by simply duplicating the mappings for the first \( (H(s) + D(s|p)) \cdot m \) inputs over and over again. By doing so the number of inputs can increase as much as needed, whereas the size of the key and the total average guesswork remain the same. Finally, by allocating a bin to each user and performing the back door procedure in Definition 13, the chance of collision between any two users is the same as the chance of collision for a strongly universal hash function with a uniform key, that has the same average guesswork, that is, \( 2^n \).

We now show that when the average guesswork is larger than the number of users, a biased key which “beamforms” to the subset of users, requires a key of smaller size than an unbiased key that achieves the same level of security.

Theorem 11. When the number of users is \( 2^{H(s)\cdot m-1} \), \( 1/2 \leq s \leq 1 \), any universal set of hash functions for which \( f(\cdot) \) is a bijection, requires an unbiased key \( k_u \) (i.e., which is drawn i.i.d. Bernoulli(1/2)) of size

\[
|k_u| = (H(s) + D(s|p)) \cdot m \cdot 2^{(H(s) + D(s|p)) \cdot m} \tag{61}
\]

and output of size \( |m_u| = (H(s) + D(s|p)) \cdot m \), in order to achieve an average guesswork for which

\[
\lim_{m \to \infty} \frac{E\left(G_T(u)(B, f(\cdot))\right)}{2^{(H(s) + D(s|p)) \cdot m}} = 1.
\]

On the other hand when the key is drawn Bernoulli(p) the universal set of hash functions defined in subsection II-B equations (10), (11), achieves the same average guesswork with a key \( k_b \) of size

\[
|k_b| = m \cdot 2^{(H(s) + D(s|p)) \cdot m} \tag{62}
\]

and an output of size \( m \). In both cases the minimal input is of size \( n = (1 + \epsilon_1) \cdot (H(s) + D(s|p)) \cdot m \). The average size of the biased key can be decreased further to \( H(p) \cdot |k_b| \) through entropy encoding.

Finally, distributing passwords according to the procedure in Definition 13 requires an unbiased key of size

\[
(1 + \epsilon_1) \cdot (H(s) + D(s|p)) \cdot m \cdot 2^{H(s) \cdot m}. \tag{63}
\]

Proof: From Corollary 8 and Lemma 7 we get that when the key is drawn i.i.d. Bernoulli(1/2), the average guesswork is determined by the size of the output. Therefore, in order to achieve an average guesswork that equals \( 2^{m \cdot (H(s) + D(s|p))} \) the size of the output must be \( (H(s) + D(s|p)) \cdot m \). In addition \( n = (1 + \epsilon_1) \cdot (H(s) + D(s|p)) \) and so the size of the key is equal to \( |k_u| = (H(s) + D(s|p)) \cdot m \cdot 2^{(1 + \epsilon_1) \cdot m \cdot (H(s) + D(s|p))} \).

For the case when the key is drawn i.i.d. Bernoulli(p), we get from Lemma 7 that an output of size \( m \) achieves the desired guesswork. Hence, in this case the size of the key is \( |k_b| = m \cdot 2^{(1 + \epsilon_1) \cdot m \cdot (H(s) + D(s|p))} \).

Finally, in order to allocate bins according to the method in Definition 13 each user has a key of size \( n \), and since there are \( 2^{H(s) \cdot m} \) users the size of the key required to draw passwords is \( (1 + \epsilon_1) \cdot (H(s) + D(s|p)) \cdot m \cdot 2^{H(s) \cdot m} \).

Corollary 9. When the number of users is equal to \( 2^{H(s) \cdot m-1} \) and the average guesswork increases at rate \( (H(s) + D(s|p)) \), the ratio between the size of an unbiased key and a biased key which is drawn Bernoulli(p), when both keys achieve the average guesswork above, is

\[
\lim_{m \to \infty} \frac{|k_u|}{|k_b|} = H(s) + D(s|p).
\]
Proof: The proof results from the fact that
\[
\lim_{m \to \infty} \frac{(H(s) + D(s||p)) \cdot m \cdot 2^{(1+\epsilon_1) \cdot m \cdot (H(s) + D(s||p))}}{(1 + \epsilon_1) \cdot (H(s) + D(s||p)) \cdot m \cdot 2^{H(s) - m} + m \cdot 2^{(1+\epsilon_1) \cdot m \cdot (H(s) + D(s||p))}} = H(s) + D(s||p).
\]

In the next corollary we find the minimal size of a key that enables to achieve through bias, a desired average guesswork that is larger than the number of users.

**Corollary 10.** When there are \(2^{m-1}\) users and the desired average guesswork increases at rate \(\alpha > 1\), the key of minimal size is drawn Bernoulli\((p_0)\) such that
\[
1 + D(1/2||p_0) = \alpha.
\]

A universal set of hash functions defined in subsection VI-E equations (10), (11), whose output is of size \(m\) achieves the average guesswork above.

**Proof:** From Corollary 8 and Lemma 7 we know that when \(\alpha > 1\) and the key is i.i.d. Bernoulli\((1/2)\), the size of the output has to be \(\alpha \cdot m\) in order to achieve an average guesswork \(2^{\alpha \cdot m}\). Since in this case the size of the input has to be larger than \(\alpha \cdot m\), the size of an unbiased key that achieves the desired average guesswork is \(\alpha \cdot m \cdot 2^{\alpha \cdot m}\).

From Lemma 7 we also know that for any biased key that achieves average guesswork \(2^{\alpha \cdot m}\) the size of the input has to be at least \(\alpha \cdot m\). However, the size of the output can in fact be smaller than \(\alpha \cdot m\). Essentially, we can define the output as \(m'\) such that number of users \(2^{m-1} = 2^{H(s_0) - m'-1}\) and \(m' < \alpha \cdot m\), where \(1/2 \leq s_0 \leq 1\). The size of the key in this case is equal to \(m' \cdot 2^{\alpha \cdot m}\). The minimal value of \(m'\) that still enables to allocate a different bin to each user is \(m' = m\) (i.e., \(s = 1/2\)). In this case the size of the key is \(m \cdot 2^{\alpha \cdot m}\); this key is drawn i.i.d. Bernoulli\((p_0)\) such that
\[
1 + D(1/2||p_0) = \alpha.
\]

Now, we show that biased keys also require smaller space to store the bins on the server.

**Corollary 11.** When the number of users is \(2^{H(s) - m - 1}\) and the average guesswork is equal to \(2^{m-(H(s) + D(s||p))}\), a biased key which is drawn Bernoulli\((p)\) requires to store \(2^{H(s) - m - 1}\) bins of size \(m\) each, whereas an unbiased key requires to store \(2^{H(s) - m - 1}\) bins of size \((H(s) + D(s||p)) \cdot m\). Therefore, under the constraints above a biased key decreases the storage space by a factor of \((H(s) + D(s||p))\). The average stored space can be reduced further to \(H(p) \cdot m \cdot 2^{H(s) - m - 1}\) through entropy encoding.

**Proof:** The proof is straightforward and results from the fact that when considering a biased key the output is \(H(s) + D(s||p)\) times smaller than the output when the key is unbiased.

A remark is in order regarding the results above.

**Remark 21.** Note that the results above apply to strongly universal sets of hash functions, which are balanced sets. On the other hand in sections VI and VII we consider sets of hash functions which are not balanced, that is, the size of a conditional set depends on the actual values of the bins on which it is conditioned; for example, if a fraction of \((1 - P_k(b_0))\) mappings is revealed such that none of these mappings map to \(b_0\), then the remaining fraction of \(P_k(b_0)\) mappings are all mapped to \(b_0\). Hence, in this case the conditional set is of size 1.

**VII. Guesswork For Any Hash Function**

In this section we analyze the guesswork for any hash function, given the pattern of mappings from inputs to outputs. We begin by analyzing the average guesswork when bins are not allocated to the users, as presented in Definition 14, assuming that the attacker has broken the hash function, and for any bin knows of a password that is mapped to it. Then, we show that when the attacker does not know the hash
function (i.e., any $P_H(b)$-hash function), and the least likely bins are allocated to the users according to the back door procedure presented in Definition [13] the average guesswork over all strategies of cracking the hash function is the same as the average guesswork of Theorem [10] followed by a concentration result regarding the probability that the number of guesses is below the average guesswork. In addition, we analyze the effect of biased passwords on the average guesswork. Finally, we find the average number of guesses required in order to find a password that is mapped to one of the allocated bins. Throughout this section we show that these results also apply to the $P_H(b)$-set of hash functions and any strategy of guessing passwords one by one, when averaging the guesswork over this set.

We now calculate the guesswork when bins are not allocated to the users, and for any bin the attacker knows of a password that is mapped to it.

**Theorem 12.** When each user draws his password uniformly over $(1, \ldots, 2^n)$ as in Definition [14] and for every bin the attacker knows of a password that is mapped to it, the $\rho$th moment of the guesswork of every user is

$$E((G_H(B))^\rho) \geq \frac{1}{(1 + m \cdot \ln(2))^\rho} \left( \sum_{b=1}^{2^m} (P_H(b))^{1/(1+\rho)} \right)^{1+\rho}. \quad (65)$$

When $P_H(b)$ represents drawing $m$ bits i.i.d. Bernoulli($p$), the $\rho$th moment of the guesswork increases at rate that is equal to

$$\lim_{m \to \infty} \frac{1}{m} \log(E((G_H(B))^\rho)) = H_{1/(1+\rho)}(p) \quad (66)$$

where $H_{1/(1+\rho)}(p)$ is the Renyi entropy which is defined in equation (2).

**Proof:** We assume that for every bin the attacker knows of a password that is mapped to it. Therefore, the problem of guessing a password reduces to the problem of guessing the correct bin for each user. Since each user chooses the password uniformly over $\{1, \ldots, 2^n\}$, the chance of him being mapped to bin $b \in \{1, \ldots, 2^n\}$ is $P_H(b)$. Hence, the problem is reduced to the guesswork problem that is analyzed in [13]. We get the average guesswork that is stated above by following the same lines as [13].

**Remark 22.** Essentially, the result of Theorem [12] captures the average time required to crack a hash function when a key stretching mechanism [22] is used in order to protect a system against passwords cracking. For example, when $\rho = 2$, it means that the time that elapses between attempts increases quadratically.

**Remark 23.** When passwords are not drawn uniformly, the optimal strategy of guessing passwords one by one is to first calculate the probability of each bin by summing the probabilities over all passwords that are mapped to this bin, and then guessing bins according to their probabilities in descending order.

We begin by defining a back door procedure for any hash function.

**Definition 15.** The back door mechanism for modifying a hash function is defined as follows.

- For each user choose a different bin according to the procedure described in Definition [17] (i.e., the first user gets the least likely bin $b_1$, the second user receives the second least likely bin $b_2$, and the $2^{H(s) \cdot m-1}$th user receives $b_{2^{H(s) \cdot m-1}}$).
- Each of the users from the first to the $2^{H(s) \cdot m-1}$th draws a password uniformly by drawing $n$ bits i.i.d. Bernoulli($1/2$).
- For each user, if the number that was drawn $g \in \{1, \ldots, 2^n\}$ has not been drawn by any of the users that have bins that are less likely than the current bin, then replace the mapping of $g$ with a mapping from $g$ to the bin assigned to the user.
- In the case when another user who is assigned to a less likely bin, has drawn $g$: Do not change the value of the mapping of $g$ again (i.e., the mapping from $g$ is changed only once by the user who is coupled with the least likely bin among the bins of the users whose password is $g$). Instead, change
the bin allocated to the user to the least likely bin among the bins allocated to users whose password is \( g \). Therefore, the mapping from \( g \) is changed only once, to the least likely bin that is mapped to \( g \).

We are now ready to prove Theorem 1.

**The proof of Theorem 1** The underlying idea behind the proof is to lower bound the average guesswork by upper bounding the probability of finding a password that cracks the bin at each round; we upper bound the probability by incorporating the maximal number of mappings that the backdoor mechanism can add to each bin, as well as the number of unsuccessful guesses that have been made so far. We start by proving this theorem for any \( P_H (b) \)-hash function when averaged over all possible strategies of guessing passwords one by one, and we then show this also for the set of \( P_H (b) \)-hash functions and for any strategy. Then, in order to prove the equality rather than just an upper bound, we show that the probability that the number of mappings eliminated by the backdoor mechanism affects the fraction of mappings, is small to the extent that does not allow the average to grow beyond the lower bound discussed above.

Since the attacker does not know the mappings of the hash function, there is no reason for him to favor any guessing strategy over the other. Hence, we average over all strategies of guessing passwords one by one; essentially, this is equivalent to averaging over all possible permutations of the inputs, assuming that the permutations are uniformly distributed. This can be achieved by first drawing a random variable uniformly over \( \{1, \ldots, 2^n\} \), then drawing a random variable over the remaining \( 2^n - 1 \) possibilities, etc.

We now wish to lower bound the average guesswork by upper bounding \( P_H (b) \). In order to lower bound the average guesswork we consider only the first \( (1 + \epsilon_1) \cdot m \cdot \log (1/p) \) guesses when averaging, where \( 0 < \epsilon_1 < \epsilon \). Clearly the number of guesses can be greater than the term above and may go up to \( 2^n \). Furthermore, we observe that after \( k \) unsuccessful guesses, the chance of guessing bin \( b \) is \( P_H (b) \cdot \frac{2^n}{2^n-k} \) where \( 0 \leq k \leq (1 - P_H (b)) 2^n \). In addition, the back door procedure of Definition 15 can add one mapping at most to each bin. Thus, we can upper bound the probability by

\[
P_H (b) \leq \frac{P_H (b) \cdot 2^n + 1}{2^n - k} = P^{(k)}_H (b) \quad k \in \{0, \ldots, 2(1+\epsilon_1)\cdot m \cdot \log (1/p)\}.
\]

Note that \( \lim_{m \to \infty} \frac{2^{(1+\epsilon_1)\cdot m \cdot \log (1/p)}}{(1-P_H(b))2^n} = 0 \) since \( \epsilon_1 < \epsilon \).

The average guesswork of each bin can be lower bounded by

\[
E (G(b)) \geq P_H (b) \cdot \left( 1 + \sum_{i=1}^{2^m_0 - 1} (i+1) \cdot \prod_{j=1}^{i} \left( 1 - P_H^{(j)} (b) \right) \right) \geq P_H (b) \cdot \sum_{i=0}^{2^m_0 - 1} (i+1) \cdot \left( 1 - P_H^{(2^m_0)} (b) \right)^i
\]

where \( m_0 = (1+\epsilon_1) \cdot m \cdot \log (1/p) \); the first inequality is due to equation (67), whereas the second one is because of the fact that \( P_H^{(2^m_0)} (b) \geq P_H^{(i)} (b) \) for any \( i \in \{1, \ldots, 2^m_0 - 1\} \). Hence, we get

\[
E (G(b)) \geq \frac{P_H (b)}{P_H^{(2^m_0)} (b)} \cdot \left( \frac{1}{P_H^{(2^m_0)} (b)} - \left( 1 - P_H^{(2^m_0)} (b) \right)^{2^m_0} \cdot \left( 1/P_H^{(2^m_0)} (b) + 2^{m_0} \right) \right).
\]

Now, let us break equation (69) down. First, we know that

\[
P_H^{(2^m_0)} (b) = \frac{P_H (b) \cdot 2^{(1+\epsilon)\cdot m \cdot \log (1/p) + 1}}{2^{(1+\epsilon)\cdot m \cdot \log (1/p)} - 2^{(1+\epsilon_1)\cdot m \cdot \log (1/p)}} = \frac{P_H (b) + 2^{-(1+\epsilon)\cdot m \cdot \log (1/p) \cdot m}}{1 - 2^{-(\epsilon-\epsilon_1)\cdot m \cdot \log (1/p) \cdot m}}
\]

In addition, since \( P_H (b) \geq 2^{-m \cdot \log (1/p)} \) for any \( b \in \{1, \ldots, 2^m\} \) we get

\[
P_H (b) \leq P_H^{(2^m_0)} (b) \leq P_H (b) \cdot \frac{1 + 2^{-\epsilon \cdot \log (1/p) \cdot m}}{1 - 2^{-(\epsilon-\epsilon_1)\cdot m \cdot \log (1/p) \cdot m}} \quad \forall b \in \{1, \ldots, 2^m\}.
\]
From Corollary 5 we get that
\[
\lim_{m \to \infty} \left(1 - P_H^{(2m)}(b)\right)^{2m} \cdot \left(1/P_H^{(2m)}(b) + 2^m\right) = 0. \tag{72}
\]
Further,
\[
1/P_H^{(2m)}(b) \geq 1/P_H(b) \cdot \frac{1 - 2^{-(\epsilon - \epsilon_1) \log(1/p) \cdot m}}{1 + 2^{-(\epsilon - \epsilon_1) \log(1/p) \cdot m}} \quad \forall b \in \{1, \ldots, 2^m\}. \tag{73}
\]
Hence, by averaging over all the types of the assigned bins similarly to what is done in Theorem 9 we get the inequality
\[
\lim_{m \to \infty} \frac{1}{m} \log \left(E(\mathcal{G}_T(B))\right) \geq \begin{cases} H(s) + D(s||p) & (1-p) \leq s \leq 1 \\ 2 \cdot H(p) + D(1-p||p) - H(s) & 1/2 \leq s \leq (1-p) \end{cases} \tag{74}
\]
The equality is achieved based on the following arguments. Assume that the backdoor mechanism eliminates \(l\) mappings to bin \(b\). In order for the inequality in (74) to turn to equality, \(l\) has to increase at a rate that is smaller than \(2^n \cdot P_H(b)\). Therefore, since there are \(2^H(s)-m\) users, whenever \(n \geq (1 + \epsilon) \cdot \log \left(1/p + H(s)\right), \) \(l\) can not affect the rate at which \(2^n \cdot P_H(b)\) increases.

Furthermore, this theorem also applies to the case when averaging over the \(P_H(b)\)-set of hash functions for any strategy of guessing passwords one by one (i.e., for any fixed strategy, the average is performed over the set of hash functions). This is due to the fact that any \(P_H(b)\)-hash function can be represented by a bipartite graph (e.g., Figure 4) for which averaging over the order according to which nodes that represent the domain, are chosen while keeping the edges fixed, leads to the same result as averaging over the order of the edges connected to these nodes while choosing the nodes in any order. The effect of the backdoor procedure given in Definition 15 is similar. When considering a user who is mapped to bin \(b \in B\), the other users can only decrease the number of mappings to this bin. Based on the arguments presented in this proof, the other users can not increase the average guesswork. Furthermore, the user can add up to one mapping, which does not affect the average guesswork.

\[ \blacksquare \]

Next, we prove Theorem 2

The proof of Theorem 2: We are interested in upper bounding the probability
\[
Pr \left(G(b) \leq 2^{(1 - \epsilon_1) \cdot (H(s) + D(s||p)) \cdot m} \right) = P_H^{(0)}(b) + \sum_{i=1}^{2^{(1 - \epsilon_1) \cdot (H(s) + D(s||p)) \cdot m}} P_H^{(i)}(b) \cdot \prod_{j=0}^{i-1} \left(1 - P_H^{(j)}(b)\right) \tag{75}
\]
where
\[
P_H^{(i)}(b) = \frac{P_H(b) \cdot 2^n + 1}{2^n - i}. \tag{76}
\]
As \(P_H(b) < P_H^{(0)}(b) < \cdots < P_H^{(2m)}(b)\) where \(m_1 = (1 - \epsilon_1) \cdot (H(s) + D(s||p)) \cdot m\), we can upper bound the expression in (75) by
\[
Pr \left(G(b) \leq 2^{(1 - \epsilon_1) \cdot (H(s) + D(s||p)) \cdot m} \right) \leq \sum_{i=0}^{m_1 - 1} P_H^{(2m)}(b) \cdot (1 - P_H(b))^i = \frac{P_H^{(2m)}(b)}{P_H(b)} \cdot \left(1 - (1 - P_H(b))^{2m}\right). \tag{77}
\]
Following along the same lines as the proof of Theorem 1 we know that the ratio \(\lim_{m \to \infty} \frac{P_H^{(2m)}(b)}{P_H(b)} = 1,\) and because of the fact that \(P_H(b) \leq 2^{-(H(s) + D(s||p)) \cdot m}\) for any \(b \in B\) we get
\[
\lim_{m \to \infty} 1 - (1 - P_H(b))^{2^{(1 - \epsilon_1) \cdot (H(s) + D(s||p)) \cdot m}} \leq \lim_{m \to \infty} 1 - (1 - 2^{-(H(s) + D(s||p)) \cdot m})^{2^{(1 - \epsilon - (H(s) + D(s||p)) \cdot m}}} = 0 \tag{78}
\]
for any \(b \in B\).
Note that the result above also applies to the case when

\[ Pr \left( G(b) \leq 2^{(1-\epsilon_0) \cdot (H(q(b)) + D(q(b)||p)) - m} \right) \leq \lim_{m \to \infty} 1 - (1 - P_{\theta}(b))^{2^{(1-\epsilon_0) \cdot (H(q(b)) + D(q(b)||p)) - m}} = 0 \]  

(79)

This result also applies to the case when averaging over the \( P_{\theta}(b) \)-set of hash functions and considering any strategy of guessing passwords one by one. It results from the same arguments that are given in Theorem 1. The backdoor mechanism can add no more than one mapping which is drawn uniformly over the set of passwords. Therefore, the same bounds and arguments hold for this case as well. This concludes the proof.

**Corollary 12.** When the attacker does not know the mappings of the hash function, \( P_{\theta}(b) \) represents drawing \( m \) bits i.i.d. Bernoulli(\( \theta \)), and \( n \geq (1 + \epsilon) \cdot m \cdot (\log(1/p) + H(s)) \) where \( \epsilon > 0 \); the average guesswork of bin \( b \in \{1, \ldots, 2^m\} \) when averaging according to Definition 10

\[ \lim_{m \to \infty} \frac{1}{m} \log \left( E(G_T(b)) \right) = \log \left( 1/P_{\theta}(b) \right) = H(q(b)) + D(q(b)||p) \]  

(80)

where \( q(b) \) is the type of bin \( b \).

**Proof:** The proof is straightforward based on the proof of Theorem 1.

Next, we prove Corollary 7.

The proof of Corollary 7. The proof of this corollary relies on the concentration property of the average guesswork of every bin presented in the proof of Theorem 2 along with the fact that the rate at which the average guesswork of a password increases is dominated by elements of type \( \sqrt{\sqrt{\theta} + \frac{n}{\sqrt{n} + \sqrt{\theta}}} \) [17].

We consider the case where \( n \geq (1 + \epsilon) \cdot m \cdot (\log(1/p) + H(s)) \) as for this case the average guesswork of bin \( b \) can not increase due to mappings that are removed by other users (for more details see the proof of Theorem 1).

We denote the average guesswork of bin \( b \in B \) when averaged over the \( P_{\theta}(b) \)-set of hash functions by \( G^{(H)}(b) \). From equation (72), along with the fact that \( n \geq (1 + \epsilon) \cdot m \cdot (\log(1/p) + H(s)) \), we know that

\[ \lim_{m \to \infty} \frac{1}{m} \log \left( E(G^{(H)}(b)) \right) = H(q(b)) + D(q(b)||p). \]  

(81)

Furthermore, let us denote the average guesswork of a password that is drawn i.i.d. Bernoulli(\( \theta \)) by \( G^{(ps)}(\theta) \) whose rate is [13]

\[ \lim_{n \to \infty} \frac{1}{n} E(G^{(ps)}(\theta)) = H_{1/2}(\theta). \]  

(82)

The average guesswork of bin \( b \in B \) is upper bounded by

\[ (E(G(b))) \leq \min \left( E(G^{(H)}(b)), E(G^{(ps)}(\theta)) \right) \]  

(83)

because of the fact that the guesswork \( G(b) = \min \left( G^{(H)}(b), G^{(ps)}(\theta) \right) \).

We begin be considering the case when \( \lim_{m \to \infty} 2^{\frac{m}{n}} H \left( \frac{\sqrt{\theta}}{\sqrt{\theta} + \sqrt{\frac{n}{\sqrt{n} + \sqrt{\theta}}}} \right) \leq (1 - \epsilon_2) \cdot (H(q(b)) + D(q(b)||p)) \) for any \( 0 < \epsilon_2 < 1 \). We wish to show that in this case the rate at which the average guesswork increases is equal to \( \lim_{m \to \infty} \frac{n}{m} H_{1/2}(\theta) \). First, note that

\[ Pr \left( G(b) = i \left| G^{(H)}(b) \right. \geq 2^{(1-\epsilon_2) \cdot (H(q(b)) + D(q(b)||p)) - m} \right) = Pr \left( G^{(ps)}(\theta) = i \right) \]  

(84)

when \( i \in \{0, \ldots, 2^{(1-\epsilon_2) \cdot (H(q(b)) + D(q(b)||p)) - m} \} \) because \( G^{(H)}(b) \) and \( G^{(ps)}(\theta) \) are independent as well as \( G(b) = \min \left( G^{(H)}(b), G^{(ps)}(\theta) \right) \). In [17] it was shown based on large deviation arguments that the rate at which the average guesswork of a password that is drawn i.i.d. Bernoulli(\( \theta \)) increases is dominated by elements of type \( \sqrt{\sqrt{\theta} + \frac{n}{\sqrt{n} + \sqrt{\theta}}} \); and when guessing passwords according to their probabilities in descending order the number of guesses that include all elements of this type increases like \( 2^{2 \cdot n \cdot H \left( \frac{\sqrt{\theta}}{\sqrt{\theta} + \sqrt{\frac{n}{\sqrt{n} + \sqrt{\theta}}}} \right)} \). Hence,
Therefore, we can lower bound the rate at which the average guesswork of bin \( b \) increases by

\[
\lim_{m \to \infty} \frac{1}{m} \log \left( E \left( G \left( b \mid G^{(H)}(b) \geq 2^{(1-\epsilon_2) \cdot (H(q(b)) + D(q(b) \mid p))} \right) \right) \right) \geq \frac{n}{m} H_{1/2}(\theta) \tag{85}
\]

when \( \lim_{m \to \infty} 2 \cdot \frac{m}{m} H \left( \frac{\sqrt{n}}{\sqrt{\theta} + \sqrt{1-\theta}} \right) \leq (1 - \epsilon_2) \cdot (H(q(b)) + D(q(b) \mid p)) \). In addition, we know from equation (79) that

\[
\lim_{m \to \infty} \frac{1}{m} \log \left( P_r \left( G^{(H)}(b) \geq 2^{(1-\epsilon_2) \cdot (H(q(b)) + D(q(b) \mid p))} \right) \right) = 0 \tag{86}
\]

Therefore, we can lower bound the rate at which the average guesswork of bin \( b \) increases by

\[
\lim_{m \to \infty} \frac{1}{m} \log \left( E \left( G \left( b \mid G^{(H)}(b) \geq 2^{(1-\epsilon_2) \cdot (H(q(b)) + D(q(b) \mid p))} \right) \right) \right) \times P_r \left( G^{(H)}(b) \geq 2^{(1-\epsilon_2) \cdot (H(q(b)) + D(q(b) \mid p))} \right) \geq \frac{n}{m} H_{1/2}(\theta) \tag{87}
\]

Hence, based on (83) and (87) we get

\[
\lim_{m \to \infty} \frac{1}{m} \log \left( E \left( G \left( b \right) \right) \right) = \frac{n}{m} H_{1/2}(\theta). \tag{88}
\]

Next we wish to find the average guesswork when \( H \left( q(b) \right) + D \left( q(b) \mid p \right) \leq (1 - \epsilon_2) \cdot \frac{m}{m} H(\theta) \) for any \( 0 < \epsilon_2 < 1 \). We wish to show that in this case the rate at which the average guesswork increases is equal to \( H \left( q(b) \right) + D \left( q(b) \mid p \right) \). First, note that

\[
P_r \left( G \left( b \right) = i \mid G^{(ps)}(\theta) > 2^{(1-\epsilon_2) \cdot (H(\theta) \cdot n)} \right) = P_r \left( G^{(H)} \left( b \right) = i \right) \tag{89}
\]

when \( i \in \left\{0, \ldots, 2^{(1-\epsilon_2) \cdot (H(\theta) \cdot n)} \right\} \) because \( G^{(H)}(b) \) and \( G^{(ps)}(\theta) \) are independent as well as \( G \left( b \right) = \min \left( G^{(H)} \left( b \right), G^{(ps)}(\theta) \right) \). Based on equation (79) it can be easily shown that the average guesswork of the \( P_H(b) \)-set of hash functions is concentrated around its mean value. Hence, based on this fact and (89) we get that the rate at which the conditional average guesswork increases is lower bounded by

\[
\lim_{m \to \infty} \frac{1}{m} \log \left( E \left( G \left( b \mid G^{(ps)}(\theta) \geq 2^{(1-\epsilon_2) \cdot (H(\theta) \cdot n)} \right) \right) \right) \geq H \left( q(b) \right) + D \left( q(b) \mid p \right) \tag{90}
\]

when \( H \left( q(b) \right) + D \left( q(b) \mid p \right) \leq (1 - \epsilon_2) \cdot \frac{m}{m} H(\theta) \). In addition

\[
\lim_{n \to \infty} \frac{1}{n} \log \left( P_r \left( G^{(ps)}(\theta) \geq 2^{(1-\epsilon_2) \cdot H(\theta) \cdot n} \right) \right) = 0. \tag{91}
\]

Therefore, we can lower bound the rate at which the average guesswork of bin \( b \) increases by

\[
\lim_{m \to \infty} \frac{1}{m} \log \left( E \left( G \left( b \right) \right) \right) \geq \frac{1}{m} \log \left( E \left( G \left( b \mid G^{(ps)}(\theta) \geq 2^{(1-\epsilon_2) \cdot H(\theta) \cdot n}) \right) \right) \times P_r \left( G^{(ps)}(\theta) \geq 2^{(1-\epsilon_2) \cdot H(\theta) \cdot n} \right) \geq H \left( q(b) \right) + D \left( q(b) \mid p \right). \tag{92}
\]

Hence, based on (83) and (92) we get

\[
\lim_{m \to \infty} \frac{1}{m} \log \left( E \left( G \left( b \right) \right) \right) = H \left( q(b) \right) + D \left( q(b) \mid p \right). \tag{93}
\]

Equations (18) and (19) follow in a straightforward fashion when either \( 2^{n-H(\sqrt{\theta} + \sqrt{1-\theta})} \) is smaller than the minimal average guesswork, that is, smaller than \( 2^{n\cdot H(s) + D(s \mid p)} \); or when \( \frac{m}{m} H(\theta) \) is larger than the maximal rate at which the average guesswork increases (i.e., larger than \( \log (1/p) \)).

We now prove Corollary 2.
The proof of Corollary. In order to calculate the average guesswork for guessing a password that is mapped to any bin that is allocated to any user, we first need to bound the probability \( P_B \), which is the probability of guessing such a password in the first guess (i.e., the fraction of mappings to any of those bins). Since \( P_B \) is the probability of guessing a password that is mapped to any of the assigned bins, we get

\[
P_B = \sum_{b \in B} P_H(b)
\]  

(94)

where \( B \) is the set of assigned bins as in Definition 11. Therefore, based on Lemma 1, Lemma 2, the fact that there are \( m \) types, and the fact that the number of users \( M = 2^{H(s) \cdot m} < 2^{H(s) \cdot m} \), as well as the fact that \( \max_{1/2 \leq s \leq 1} D(q||p) = D(s||p) \) when \( p \leq 1/2; \) \( P_B \) can be bounded by

\[
\frac{1}{(m+1)^2} \cdot 2^{-m \cdot D(s||p)} \leq P_B \leq m \cdot 2^{-m \cdot D(s||p)}.
\]  

(95)

Next, similarly to the proof of Theorem 1, equation (67) we can further bound the probability of success after \( k \) unsuccessful guesses by

\[
P_B \leq P_B^{(k)} \leq \frac{P_B \cdot 2^m + m \cdot 2^{m - H(s)}}{2^n - k}
\]  

(96)

where \( P_B^{(k)} \) is the probability of guessing a password that is mapped to any \( b \in B \), after \( k \) unsuccessful guesses; and \( m \cdot 2^{m - H(s)} \) takes into consideration the fact that the backdoor mechanism from Definition 15 may add a mapping to each bin. Similarly to (68) we can lower bound the guesswork by

\[
E(G_{Any}(b \in B)) \geq P_B \cdot \sum_{i=0}^{2^m - 1} (i + 1) \cdot \left(1 - P_B^{(i)}\right)^i.
\]  

(97)

where \( m_0 = (1 + \epsilon_1) \cdot m \cdot \log(1/p), 0 < \epsilon_1 < \epsilon \). Since

\[
P_B^{(2m_0)} \leq P_B \cdot \frac{1 + (m + 1)^2 \cdot m \cdot 2^{-\epsilon \log(1/p) \cdot m}}{1 - 2^{-m \cdot \log(1/p) \cdot (\epsilon - \epsilon_1)}}.
\]  

(98)

Hence, for the exact same arguments as the ones in Theorem 1, we can state that

\[
\lim_{m \to \infty} \frac{1}{m} \log(E(G_{Any}(b \in B))) \geq \lim_{m \to \infty} \frac{1}{m} \log(1/P_B) = D(s||p).
\]  

(99)

The equality is achieved based on similar arguments to the ones provided in the proof of Theorem 1; each user in \( B \) can add no more than one mapping, and the total number of mappings does not affect the average guesswork, as shown in equation (99).

Remark 24. Note that the rate at which the average guesswork increases

\[
\begin{cases}
H(s) + D(s||p) & (1 - p) \leq s \leq 1 \\
2 \cdot H(p) + D(1 - p||p) - H(s) & 1/2 \leq s \leq (1 - p)
\end{cases}
\]  

(100)

is an unbounded function that increases as \( p \) decreases. However, as \( p \) decreases, the minimal size of the input \( n = (\log(1/p) + H(s)) \cdot m \) increases. Hence, the smaller \( p \) is, the more asymptotic the result on the average guesswork becomes, in terms of the size of the input required to achieve this average.
VIII. Bounds on the Average Guesswork with no Bins Allocation

In order to upper bound the rate at which the average guesswork increases we consider the case where all users are mapped to the $2^{H(s) \cdot m - 1}$ most likely bins. This in turn enables us to give an upper bound to the average guesswork by considering the results for the case of bins allocation. The lower bound is derived by assuming that the users are mapped to the $2^{H(s) \cdot m - 1}$ most likely bins.

We begin by proving Theorem 5.

**proof of Theorem 5** This result follows directly from equation (73) which lower bounds the probability when bins are allocated, by using the probability when there is no bins allocation.

Next, we prove Theorem 5.

**proof of Theorem 5** The upper bound follows directly from Corollary 2 as the average guesswork with bins allocation is equal to the result when considering the most likely bins.

The lower bound is based on the assumption that the users are mapped to the $2^{H(s) \cdot m - 1}$ most likely bins. This leads to the following optimization problem

$$\min_{0 \leq q \leq 1 - s} D(\mid p)$$

where $1/2 \leq s \leq 1$. The minimal value is achieved at $q = p \leq 1/2$, and is equal to 0. Therefore, the lower bound is equal to

$$\begin{cases} D(1 - s \mid p) & 0 \leq 1 - s \leq p \\ 0 & p \leq 1 - s \leq 1/2 \end{cases}$$

Finally, because there is no backdoor procedure that modify the hash function, the results hold for $n \geq (1 + c) \cdot m \cdot \log 1/p$. This concludes the proof.

We now prove Corollary 3.

**proof of Corollary 3** We begin by proving that when $0 \leq 1 - s < q \leq p$ the probability that all passwords are mapped to bins of type $q$ is $e^{-2m \cdot (2^{H(1 - s) - H(q)})} \times 2^{-m \cdot D(q \mid p) \cdot 2^{H(1 - s) \cdot m}}$. Since each password is drawn Bernoulli(1/2) and $P_H(b)$ is i.i.d. Bernoulli(p), the probability that a password is mapped to a certain bin of type $q$ is $2^{-m \cdot (H(q) + D(q \mid p))}$. Since there are $2^m \cdot H(s)$ users, the probability that all users are mapped to a certain set of bins in which all bins are of type $q$ is $2^{-m \cdot 2^m \cdot H(1 - s) \cdot (H(q) + D(q \mid p))}$. The number of combinations in which the users are mapped to different bins of type $q$ is $\frac{2^m \cdot H(q)}{(2^m \cdot H(q) - 2^m \cdot H(1 - s))!}$. According to Sterling’s approximation, when $m \gg 1$

$$2^m \cdot H(q) ! \sim \frac{2^m \cdot H(q) \cdot 2^m \cdot H(q)}{e^{2^m \cdot H(q)}}$$

whereas for $m \gg 1$

$$\left(2^m \cdot H(q) - 2^m \cdot H(1 - s) \right) ! \sim 2^m \cdot H(q) \cdot \left(2^m \cdot H(q) - 2^m \cdot H(1 - s) \right) \times e^{2^m \cdot 2^m \cdot H(1 - s) - (H(q) - H(q))} \times 2^m \cdot H(q).$$

The ratio of the two equations above increases like

$$2^m \cdot H(q) \cdot 2^m \cdot H(1 - s) \times e^{-2^m \cdot 2^m \cdot H(1 - s) - H(q)}.$$  

Therefore, the probability that all passwords are mapped to different bins of type $q$ is equal to

$$2^{-m \cdot 2^m \cdot H(1 - s) \cdot (H(q) + D(q \mid p))} \times 2^m \cdot H(q) \cdot 2^m \cdot H(1 - s) \times e^{-2^m \cdot 2^m \cdot H(1 - s) - H(q)} = e^{-2^m \cdot 2^m \cdot H(1 - s) - H(q)} \times 2^{-m \cdot D(q \mid p) \cdot 2^m \cdot H(1 - s) \cdot m}.$$  

Furthermore the smallest rate at which the probability decreases is achieved when $q = p$ and is equal to

$$e^{-2^m \cdot 2^m \cdot H(1 - s) - H(p)}.$$  

Based on arguments similar to the ones in Theorem 5, we get that when all users are mapped to bins of type $q$ the probability of finding a password that is mapped to any of the bins is $2^{-m \cdot (H(q) + D(q \mid p) - H(1 - s))}$
and therefore the average guesswork increases like \( 2^{m(H(q)+D(q||p)-H(1-s))} \). In the case when \( q = p \) we get that the average guesswork increase like \( 2^{m(H(p)-H(1-s))} \).

Finally, when \( q < 1 - s \leq 1/2 \) the most probable event is when all passwords are mapped to bins of type \( p \) in which case the average guesswork does not increase exponentially, that is, the rate at which it increases is equal to zero.

Next, we now prove Corollary 4.

**Proof of Corollary 4.** The probability that the users are mapped to a particular type \( q \) follows along the same lines as the proof of Corollary 3. When all users are mapped to bins of type \( q \), the probability of guessing a password that is mapped to a bin of a user is the same across users and is equal to \( 2^{-m(H(q)+D(q||p))} \), and therefore the average guesswork is equal to \( 2^{m(H(q)+D(q||p))} \).

Finally, we prove Theorem 4.

**Proof of Theorem 4.** The upper bound follows directly from Theorem 1 as the average guesswork with bins allocation is equal to the result of averaging across the most likely bins. Because there is no backdoor procedure that modify the hash function, the results hold for \( n \geq (1 + \epsilon) \cdot m \cdot \log 1/p \).

The lower bound is based on the assumption that the users are mapped to the \( 2^{H(s)-m} \) most likely bins. By arguments similar to Theorem 3 we arrive at the following optimization problem

\[
\max_{0 \leq q \leq 1-s} 2 \cdot H(q) + D(q||p)
\]

where \( 1/2 \leq s \leq 1 \). In lemma 4 it is shown that \( 2 \cdot H(q) + D(q||p) \) is a concave function whose maximal value is at \( q = 1 - p \geq 1/2 \). Hence, when \( 0 \leq q \leq 1-s \leq 1/2 \) the maximal value is achieved for \( q = 1-s \) and is equal to \( 2 \cdot H(1-s) + D(1-s||p) = 2 \cdot H(s) + D(1-s||p) \). This concludes the proof.

**IX. Summary and Future Research**

In this work we derive the average guesswork for cracking passwords for both keyed hash functions as well as regular ones. For the case where bins are allocated to the users, we find the rate at which the average guesswork increases, whereas in the case when the hash function can not be modified we bound this rate as well as find the most likely one.

When the hash function (or the key) can be modified (i.e., bins allocation), bias can in fact increase the average guesswork significantly. Furthermore, for strongly universal sets of hash functions it also leads to the fact that a smaller biased key achieves the same average guesswork as a larger unbiased key. In addition, there exists a backdoor mechanism that enables modifying any hash function efficiently without compromising the average guesswork. Finally, it turns out that when the hash function can not be modified, increasing the number of users has a far worse effect than bias on the average guesswork of hash functions.
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