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Abstract—In this paper we summarize our recent work on Il. PRELIMINARIES

nication. In Such communication. the goal & o send miomma e consider transmission over a relay netwgrk: (V. £),
tion between two special nodes (“source” and “destination} in whereV is the set of vertices representing the communication
a (memoryless) network with authenticated relays, where ta nodes in the relay network antlis the set of annotated chan-
secrecy is with respect to a class of eavesdroppers. We deel nels between the nodes, which describe the signal interecti
gchievable secrecy rates Whe.n authentlicated relays also Ipe Note that these channels are not point-to-point links, enath
increase secrecy rate by inserting noise into the network. they model how the transmitted signals are superimposed and
|. INTRODUCTION received at the receiving nodese(, there is broadcast and
é’terference). We consider a special nofee V as the

The seminal paper of Wyner [20] on the degraded wiret . :
pap Wy [20] g ource of the message which wants to securely communicate to

channel and its generalization in [5] laid the foundatioos f h ial nodd € V (the destinati ith the help of
information-theoretic secrecy in broadcast channels.hia ganot efr speﬁla no de I(t € deAstln?)tlpn)hwn the ke\s)vo
recent past, information-theoretic secrecy has beeneppdi aseto (?]Ut enucg;% )Crt;ayfnﬁ 8:| In td € qetvxllcl)r ' de
wireless networks with results on secrecy for MIMO broadca@SSUMe that a Sut LC A of the relay nodes is allowed to .
channels, multiple access channels, interference chaanel generate and use mdependgnt r_ando_m messages. Thesé specia
relay channels (see [10] and references therein). CodmerafEIaY nodes are called "noise ms_ertlng no_des. The secrecy
strategies in wireless networks has been an active area/ofVith respect to a set qf.possmle (passive) eavesdropper
research (see [8] and references therein). In [16], [L7peca nodest C V where£ is disjoint from AU {5, D}. We want

tive secrecy foarbitrary wireless networks was studiedrhis to kgep all or part of the message secret if any one .Of the
work was inspired by recent (approximate) characterinatioposs'ble eavesdropper nodés & listens to the transmissions
of the wireless relay network [3] in the relay network. Note that the class of eavesdroppers

In this paper we summarize the studies in [16], [17], [14 _hat we define is discr_ete,e., we assume that all possible
avesdroppers and their channels can be enumerated. df ther

We will state the results for layered relay netwctk§he . .
main results are as follows. We first develop a “separablg’a continuum of possible eavesdropper channels, our model
can approximate this via “quantization” of this continuum.

strategy to provide information-theoretic secrecy forelss
networks, which operates on the principle of providing émd- A. Signal interaction models
end secrecy, while the network operates without presupgosi
the secrecy requirement. This is developed for (layeretirde

ministic, Gaussian and discrete memoryless networks. ¥¢e ai
develop a noise insertion strategy that allows a subseteof Eth

nodes m_the_ neth;ork to msert rﬁ_ndorl;wl noise to aid in ;hecu & ave the same length (the same number of hop&)inA
communication. We state the acnievable secrecy rates o s on-layerednetwork is a network in which at least one node

gf:tlve relay stratlegles, agaunk for detelrmlmstlc, Ga_msa:ad air (i, j) does not have this property.
iscrete memoryless networks. We also state a simple Odt?sring the time-expanded networks, as used in [3], we can

bourr:d for secrecy of _suc;jh neFV\ﬁ)rks. Sec extend the results for layered networks to non-layered net-
The paper is organized as follows. In Section Il, we set Yp,.s The network we consider is constituted by (layered)

t_he probler_n and the notation. So_me basic results fo_r inforrTmemoryless channel interactions, which include broaduadt
tion flow without secrecy constraints are also establishéel. multiple access interference [4] in the following ways.

summarize the main results in Section Ill. We end with a short Wireless interaction modeiln this well-accepted model

discussion in Section IV. [19], transmitted signals get attenuated by (complex) g&in
IThe case when singlerelay node present, as an extension of the classicdhich independent (Gaussian) receiver noise is added. More
relay channel to the secrecy problem was studied in [13], [9] formally, the received signaj; at nodej € V at timet is
2A layered network (given more precisely in Definition 1, issely that all given by
paths from source to destination are the same length. Ag,ivBcan extend '
the results for layered networks to non-layered networksgusme-expansion Yj [t] = Z hiin [t] + 24 [t]a (1)
on the network. iEN;

The results in this paper are stated for layered networks
ormally defined as follows.
Definition 1: A relay network islayeredif for every (i, j)
ch thati € {S} UB andj € V, all the paths fromi to



where h;; is the complex channel gain between nodand the components of the tuple are non-negative and such that fo
J which is the annotation of the channels iy z; is the any subseZ C ¢, ), ; B; < Rz,;;(p), where the quantity
signal transmitted by nodé and \V; are the set of nodes Rz,;(p) is the information-theoretic min-cut defined below,
that have non-zero channel gains toWe assume that the
average transmit power constraints for all node$ and the
additive receiver Gaussian noise is of unit variance. We use R
the terminologyGaussian wireless netwonkhen the signal Note that there is a difference betweéh.;(p) given in (4)
interaction model is governed by (1). and Rz;(p) given in (5), sinceRz,;(p) is the achievable
Deterministic interaction modelin [1], a simpler de- rate induced by a given (quantize-map-forward) relay syt
terministic model which captures the essence of wireleWereasRz;;(p) is related to a cut-value, both evaluated for
interaction was developed. The advantage of this model s P-
its simplicity, which gives insight to strategies for theisyo Definition 5: For a given input and quantization distribution
wireless network model in (1). The linear deterministic mod? € P, a subset) C V\ {S}, and a nodg € £ U{D}, define
of [1] simplifies the wireless interaction model in (1) byreti Rv;;(p) to be the set of all tuple&B’, By) = (B’ (Bi)iey)
inating the noise and discretizing the channel gains thrcug such that the components of the tuple are non-negative and
binary expansion of bits. Therefore, the received signgf’ ~such that for any subsét C v,
which is a binary vector of size is modeled as B Z Bi < Ryogs)y(0)-

U= il )
iEN; Note that for a givenyy C V \ {S}, Ry.;(p) differs from
where G;; is a ¢ x ¢ binary matrix representing the (dis-Ryugsy;;(p) in two ways. First,R,usy.;(p) is related to
cretized) channel transformation between nodesd j and information-theoretic cut-values, evaluated for a patticp €
29 is the (discretized) transmitted signal. All operations i, andR.;(p) is related to the achievable rate for a particular
(2) are done over the binary field. We use the terminologgiuantization) relay strategy. SecondRty,sy,;(p) imposes
linear deterministic networkvhen the signal interaction modelconstraints for all subsets af including those that do not

Rz.; 2 i 1(Xq;Yae| Xaqe). 5
7.5 (p) Qg}&%j) (Xa; Yoo | Xar) (5)

is governed by (2). contains, i.e., like a MAC region. In Definition 5 fofR ;.; (p),
Discrete memoryless interaction modeThe received all the rate-constraints involve.
signal y; at nodej € V in layer! of the network, at time Secrecy requirements::The notion of information-

t is related to the inputs at timethrough a DMC specified theoretic secrecy is defined through #guivocatiorrate R.,
by, p(y;[t]|{x:i[t]}icn,_,), WhereA;_; are the nodes in layer Which is the residual uncertainty about the message when

—1. the observation of the strongest eavesdropper is givene Mor
To simplify the comparison between different results, wiormally, [20], [5], given a(T', €)-code, the equivocation rate is
group the most important definitions below. +minges H(W|Y ), whereW is the uniformly distributed

Definition 2: For Z C V andj € V, defineA(Z;j) to be source messagdr is the sequence of observations at eaves-
the set of all cutgQ, Q°) that separate sef from j. More dropperE and H(-|-) denotes the (conditional) entropy [4].
precisely,A(Z; j) is the set of alk2 C V such thatZ C Q and The “perfect” (weak) secrecy capacity is the largest tratteth
j € Qe. information rateR, such thatR = R, is achievable. This

Definition 3: For a (layered) relay network the transminotion can be strengthened strong perfect secrecy, if the
distributionp({z; }:cy) and quantizers(ij;|y;), belong to the equivocation is defined in bitsingce H(W|Y &), instead of

class?P if for all p € P, we have a rate [12]. Using the tools developed in [12], we can convert
all the results to strong secrecy, once we have proved it for
= [ pta ] ({ysbievl{aitiev) [ p(ilye).  (3) Weak secrecy (see also [14]).
eV eV

. Information flow over layered networks

For givenZ C V andj € V, we define an achievable rate Here we summarize results about communication in layered
between betweef andj as networks that form an ingredient to our main results on
R . secrecy over relay networks. With no secrecy requirements,
%DJ) [I(st;Yszc|stc) - ZI(Yi;YAXV) the transmission scheme is the same as developed in [3], and
’ i€Q is informally described below.

Network operation::Each node in the network generates
where X, are channel inputsyy, correspond to the channelcodes independently using a distributipfx;). The sourceS
outputs, andyy, are the quantized variables, all governed bghooses a random mapping from messages{1, ..., 277}

p € P. to its transmit typical set, ., and therefore we denote by
Definition 4: For a given transmit and quantization distri-x(sw),w € {1,...,2TE} as the possible transmit sequences

butionp € P, a subset) C V, a nodej € £ U {D}, define for each message. Each received sequencat nodei is

Ry:;(p) to be the set of all tuple®, = (B;):cy Such that quantized toy, and this quantized sequence is randomly

Rz;(p) & ol



mapped onto a transmit sequenceusing a random function where relay nodes operate using the quantize-map-forward
x; = fi(¥;), which is chosen such that each quantizestrategy described in Section II-B, without regard to segre
sequence is mapped uniformly at random to a transmit gequirements, the end-to-end separable scheme achiexes th
guence. This random mapping can be represented by fbHowing secrecy region.

following construction. Generat@”%: sequencesx; from Theorem 2:For a given distributiorp € P defined in (3),

the distribution Hj p(x;[j]), and generate”: sequences the (strong) perfect secrecy rate between the soSrand

¥; using a product distributiorf [; p(y;[j]). We denote the destinationD with respect to a class of eavesdroppgrsvith

2TR: sequences ofy, as y\") k; e {1,...,27R}. Note Rs:p(p) givenin (4), is lower bounded as

that standard rate-distortion theory tells us that we need ~ - . )

R; > I(Y;;Y;) for this quantization to be successful. Note that Cs 2 Rsip(p) - BEF aeny [(Xai Yo | Xor),

since the uniformly at random mapping produges- f; (y}i), where the second term is evaluated fiog P.

for a quantized value of indek;, we will denote it byy;™ Special cases of this result for deterministic and Gaus-
and the sequence it is mapped tO)bSW = fi(ygki))- sian networks was shown in [16]. In the deterministic
In [3], this scheme was analyzed for deterministic anghse, as in [2], the relays do not quantize the inputs,
Gaussian networks. It was established that for determénisbut map-and-forward it. Therefore, for deterministic net-
networks, all rates up teningea(s.py H(Ya:|Xac) for any works the perfect secrecy rate isinges,, H(Yo|Xoe) —
product distribution of the nodes can be achieved. For fine@ax pc s mingea, H(Ya:|Xq-). In the Gaussian case, by us-
deterministic networks, (2), this coincides with the cet-sing a quantizer that gets distortion equal to the noise naga
outer bound. For Gaussian networks, an approximate magee [3]),1(Y;;Y;|Xy) is a constant (depending on the noise
flow, min-cut bound was established, which showed that ariance and not the channels), for every relay node
rates up taningea(s:py 1(Xa; Yoc|Xac) —k, was achievable, \We can improve and generalize the result in Theorem 2
where x was a universal constant, independent of SNR amg using noise insertion at an arbitrary subBet V. These
channel parameters [3]. independent messages are not needed to be decoded anywhere,
In the multisource problem, a set of sourc®s- V wish  but can be used to “jam” the eavesdroppers.
to communicate independent messages to the destination Definition 6: For an input distributionp, we define the
over the network. Each of the relay nodes operate as aboiowing function:
except if it is also a source, then the transmitted sequence
is a (uniform random) mapping of both its message and its F(p) =
received (quantized) signal. This scheme, which is a simple
extension of the scheme studied in [3], was studied for the —max{z : (v, Bg) € UpeeRpu(sy:e(P)} |-

deterministic and Gaussian interaction models in [17]].[lt4 ’
simple extension to (layered) memoryless networks is dgtate 1heorem 3:The (strong) perfect secrecy for any (layered)
below. relay network is lower bounded as

max max{zx : (z, B € Rg.
BBeﬂEeERB:E(p)[ z fo: 5) BﬂD(p)}

Theorem 1:For any memoryless layered network, from a Cy > max F(p)
. . . s b
set of sourcesS to a destinationD, we can achieve any rate peEP

vector satisfying Basically the idea in Theorem 3 is that the noise insertion
Z Ry < Ry. () effectively creates virtual MAC regions (for the eavesqrers
- and the legitimate receiver). The projection of the differe of
these regions onto the source message rate yields the ysecrec
for some distributiorp € P defined in (3), Wherd:EI;j(p) is rate’. That is, the noise insertion “fills” up the eavesdropper
defined in (4). rate region with “junk” information, thereby protectingeth
information. This notion can actually be formalized, asnsee
IIl. MAIN RESULTS in [14]. Also note that this is a way to think of the wiretap

Broadly there are a sequence of three (increasing gery@ralﬁhannd [20], where all the junk information is at the source
ideas to the achievability schem@ Separable schemé&he The noise insertion just distributes the origins of the juatlk
relay network is operated as described in Section II-B, b@ver the network. This strategy was analyzed for deteriinis
the secrecy is induced by an end-to-end scheme overlaid &l Gaussian networks in [14], and the above result is its
this. (ii) Noise insertionin addition to the above operation, aSimple generalization for memoryless networks.
subset of the authenticated relays insert independenagess In order to introduce auxiliary variables, we prefix an arti-
(noise) which are intended to disrupt the eavesdropper end fcial memoryless channel in the sources, thereby modifying
not required to be decode(i) Auxiliary variables:In addition the channel law for the networks. Since this does not change
to the above, the source prefixes an artificial multiuser caln the basic arguments for Theorem 3 (or its special case of

in order to allow multiple auxiliary variables. 3 : .
Wi ill state th Its in i . lity i d A related strategy was developed in [9] for the Gaussianglg)nrelay
€ will state the results In Increasing generality In Ord&€fannel where the relay forwarded Gaussian noise along déttoded

to clarify and interpret the results. For the simplest caseformation.

kEICS



Theorem 2), we do not restate the result. Note that in thig]

——, “Wireless network information flow,” irProc. of the Allerton Conf.

case the form of the secrecy rate is the same, except that we on Commun., Control and Computinglinois, USA, Sep. 2007, see:

can also optimize over the choice of the artificial channelsg
This essentially would be generalization of the approakérta
in [15] for the wiretap channel, to the case of relay networks[4]
Also, following the program of [12] one can focus on showing
results for weak secrecy, but (as mentioned earlier), usiag [5]
techniques of [12] we can obtain it for strong secrecy (se%]
[14] for more details).

The next result is a simple upper bound on the perfect
secrecy rate for an arbitrary number of noise-insertingesod [7]
presented in [17]. (8]

Theorem 4:For a single eavesdroppér,

[9]

RS S max min I(XQ; }/Qc |YE7 XQC),
p({ziticv) QEA(SB,D)

(6)
where, in contrast to Theorems 2 and 3, the maximizatitf!
is not only over product distributions but over all possible
p({wi}iev)- [11]
The statement of Theorem 4 is valid for any type of signal
interaction, including noisy channels. [12]

IV. DISCUSSION

In this paper we have summarized some of our studis]
on a communication scenario with secrecy requirement fag;
wireless relay networks. We attempt to model the uncestaint
in the eavesdropper's wireless channel, by developing the
secrecy rates for a class of eavesdropper channels. Itj;i§

http://licos.epfl.ch/index.php?p=researphojWNC.
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possible to interpret the secret message generated as secrethe compound wiretap channel,” roc. of the IEEE Inform. Theory

key generation, and therefore we can use the techniqlfleﬁ

outlined in this paper to generate an unconditionally (sjip)
secure key. One of the important open questions is to develof
characterizations of secrecy rates over networks. To btai

such a characterization we need a matching converse stafijg

Workshop Taormina, Italy, Oct. 2009.

——, “On cooperative wireless network secrecy,” roc. of IEEE
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E. Perron, S. N. Diggavi, and |. E. Telatar, “Wirelesswark secrecy

that no scheme can do better. The outer bound developed in with public feedback,” in46th Annual Allerton Conference on Commu-

Theorem 4 is quite simple, and we need more sophisticated
outer bounding techniques. Another important issue toestdr ;g
is the relevance of these results for wireless networksrdero

to make them more applicable, we need to ensure robustnes&Yyf

these results to uncertainties in (network) channel kndgde
and eavesdroppers. An interesting approach to addre$ssg t
might be the use of feedback. In the seminal paper [11],
Maurer showed the surprising result that feedback can allow
information-theoretic secrecy, even when the eavesdroppe
channel dominates that of the legitimate receiver. The dise o
feedback for network secrecy is a scarcely explored topit an
one we believe is worth pursuing. Some preliminary resalts i
this direction were presented in [18]. The recent resul{€]f

[7] have established strategies also for key-agreemenitest

a set of nodes in a single-hop network. Therefore, we believe
that robustness using feedback, is another promising nesea
direction.

REFERENCES

[1] A. Avestimehr, S. Diggavi, and D. Tse, “A deterministipm@oach
to wireless relay networks,” inProc. of the Allerton Conf. on
Commun., Control and Computindllinois, USA, Sep. 2007, see:
http://licos.epfl.ch/index.php?p=researphojWNC.

nication, Control, and ComputingAllerton, lllinois, USA, September
2008, pp. 753-760.

D. Tse and P. Viswanathirundamentals of Wireless Communication
Cambridge University Press, May 2005.

A. Wyner, “The wire-tap channel,Bell System Tech. ,Jvol. 54, pp.
1355-1387, Oct. 1975.



